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A b s t r a c t :  In [BAN89] Burrows, Abadi, and Needham pre- 
sented a logic (BAN) for analyzing cryptographic protocols 
in terms of belief. This logic is quite useful in uncovering 
flaws in protocols; however, it also has produced confusion 
and controversy. Much of the confusion was cleared up when 
Abadi and Turtle provided a semantics for a version of that 
logic (AT) in [AT91]. 

In this paper we present a protocol to show that both BAN 
and AT are not expressive enough to capture all of the kinds 
of flaws that appear to be within their scope. We then 
present a logic that adds temporal formalisms to AT and 
that is rich enough to reveal the flaws in the presented pro- 
tocol; nonetheless, this logic is sound with respect to the 
same semantics that was given in [AT91]. Finally, we ar- 
gue that any approach of this type is inadequate by itself to 
demonstrate the absence of such flaws. We must supplement 
the formal logic with semantic analysis techniques. 

1 Introduction 
This paper presents a class of attacks on cryptographic pro- 
tocols that are not representable using BAN or AT. We also 
show how incorporating into the syntax of AT features al- 
ready present in the Abadi-Tuttle semantics allows us to 
represent such flaws. (We assume the reader has an elemen- 
tary understanding of cryptographic protocols and associ- 
ated concepts, e.g., key distribution, authentication, etc. We 
are concerned with the security of the protocols rather than 
the cryptography they employ. Thus, e.g., questions about 
the release of secrets by direct cryptanalysis of ciphertext 
are not addressed here.) 

This is not the first paper to discuss such attacks. Similar at- 
tacks have been described in [BGH + 92], [DvOW92], [Sne92], 
and [Syv]. Nor is this the first paper to discuss logical so- 
lutions to such attacks. In [Sne92], Snekkenes uses Bieber's 
logic CKT5 [Bie90] to analyze a similar attack. Nonetheless, 
the results herein are significant for a number of reasons: 

(1) For good or ill, BAN has become the clear favorite as 
a formal method for cryptographic protocol analysis; there 
have been numerous publications that make use or misuse 
of BAN. The oft cited reason for this is BAN's simplicity. 
We have elsewhere discussed the dangers lurking behind this 
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apparent simplicity ([Syv91], [Syv92]) and will not rehash 
them here. However, given that this remains a compelling 
force and that people will continue in their desire to use 
BAN, it behooves us to produce a version of BAN that will 
make such usage as reasonable as possible without compro- 
mising the apparent simplicity that motivates it. The logic 
presented herein does that. 

(2) Most of the work in this direction has already been done 
by Abadi and Tuttle. By producing a possible world se- 
mantics based on a reasonable model of computation they 
allow users of their logic to attach meanings to expressions 
that are both intuitive and mathematically precise. This 
removes much of the confusion and ambiguity that has hith- 
erto been associated with the 'idealization' of protocols, as 
it has come to be called. It also allows one to give semantic 
proofs, though Abadi and Turtle did not present any. One 
example was presented in [Syv92], and another is presented 
in this paper. 

(3) We must recall that AT is not the same as BAN; it is 
more expressive. For example, it can represent the posses- 
sion of a key in addition to belief in its goodness as a key. 1 
One might conclude that, as an extension, AT gives away 
some of the simplicity associated with the original BAN, but 
just the opposite is true. Because the changes that yielded 
AT are based on a detailed semantic model, one has a much 
more unified picture than emerges from a mere collection of 
syntactic rules--no matter how intuitively reasonable those 
rules may be. Developed differences of AT from BAN are 
primarily there to make the logic more compatible with a 
standard model theoretic semantics. Thus, in our experi- 
ence AT is actually conceptually simpler to use than BAN. 

Though the logic presented in this paper is more expressive 
than AT, it is sound with respect to the same model of com- 
putation as was presented in [AT91]. Thus, it allows us to 
reason about more kinds of attacks, but  the intuitive com- 
plexity is all but unchanged. It allows us to reason about 
the protocol attacks cited above. And, it allows us to do so 
in a version of AT. And, as we have argued, AT is itself the 
most intuitively clear available version of BAN, the formal 
method of choice for most people. 

(4) Snekkenes showed in [Sne92], that one can give BAN 
proofs in effect sanctioning protocols subject to the type of 
attack we will be discussing. We strengthen his arguments 
by showing that the threat is even greater than he demon- 
strated. First, the attack analyzed herein is the result of 
penetrator initiated protocol runs. The attack in [Sne92] 
requires the penetrator to intercede in a protocol initiated 

1 As far as I know, the first BAN-like logic to add this particular 
expressive capability was that of [GNYg0]. 
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by an honest principal. Second, the attack in [Sne92] in- 
volves the substitution of a principal name for a session key. 
Our attack involves the substitution of nonce for a session 
key, which is conceivably not as likely to be noticed since 
it is the substitution of one freshly generated random num- 
ber for another. (A nonce is a random number typically 
generated by a principal and used by him to determine the 
freshness of messages containing it.) The attack presented 
herein is also successful under a broader class of implemen- 
tation assumptions than, e.g., the one in [Syv]; nonetheless, 
the one herein and the one in [Sne92] are attacks on arti- 
ficial examples while the attack in [Syv] is on a published 
protocol. 

The remainder of the paper will be set out as follows. In 
the next section we present a key distribution protocol that 
has no flaws representable in BAN or AT and show how 
to attack it. In §3 we add a temporal operator to AT and 
give its semantics as well as corresponding axioms. In §4 
we discuss the nature of the flaw in the protocol given in 
§2 and show how to use the expanded logic to represent it. 
Finally, we present some conclusions and discuss some of the 
limitations on the logical analysis of such attacks. 

2 A Key Distr ibut ion Protocol  
In this section we present a two-party key distribution proto- 
col. It is possible to prove in AT that  both principals believe 
they have a good session key for talking to each other and 
that they both believe the other believes this as well. A sim- 
ilar proof is also possible in BAN. These are the usual goals 
that one would try to verify using BAN, though what one 
attempts to prove ultimately depends on what one intends 
the protocol to accomplish. 2 

T w o - p a r t y  K e y  D i s t r i b u t i o n  P r o t o c o l  

A ..-~ B: A, N,, 
B --+ S: B, Nb, {Nb, Na,A}Kb,  
S ~ A: S, B,  N , ,  {Na, N~, B}K~, 
A ---* S: A, {K,~b, N~, B}K°, 
S --~ B: S, {Nb, K~b, A}Kb, 
B--*A: {N~+I}Kob  

Here A and B are principals, and S is an authentication 
server. The arrow (---~) indicates the sending of a message. 
N ,  is a nonce generated by X, and K~ v is a key used only 
by X and Y. Upon receipt of N~ in the third message, A 
knows that she has a fresh message from S and that, given 
the protocol format, S has received N~ from B. Thus, S 
and B are authenticated to A. For the fourth message, A 
generates the session key and encrypts it along with Ns and 
B using K~s to authenticate herself to S and to pass on the 
key for B. S then sends the key to B encrypted together 
with Nb and A using I(b,. This authenticates S to B and 
lets B know that  the key is freshly from A. The last message 
lets A know that B has the key. 

2.1 Attacking the Protocol 
In this section we show how the protocol given above is sub- 
ject to attack by substituting a random number generated 
as a nonce for one generated as a session key. We use ' E '  to 

2Cf. [Syv91] and [Syv] for a discussion of these issues. Also cf. 
[BAN89] and [BAN91], which also appears as an added note in 
the revised version of [BAN89]. 

refer to a penetrator, and 'Ex '  to indicate that she is mas- 
querading as X. (If the penetrator intercepts a message, we 
assume that she not only receives it but also prevents its 
passage to the intended party.) 

Ea --* B :  A, N,~ 
B --* S : B, Nb, {Nb, Na,A}Kb,  

S--' ,  Ea : S , B ,  Ns , {Na ,  N , , B } K o ,  

Eb --* A : B, Ns 
A - - * E s :  A , N ~ , { N ~ , N , , B } K a ,  

Ea ---. S : 
S - . B :  

B--~ Ea : 

A, {N~(= Kab), Ns, B}Ko, 
S, {Nb, N~(= Kab), B}Kb, 
{No + 1}Ka~ 

Here is how the attack works: for the first three steps of 
the protocol things proceed normally except that  E is mas- 
querading as A. At that  point E also begins the same proto- 
col with A, this time masquerading as B. She also intercepts 
the message that A attempts to send to S in the second step 
of that protocol. (After that the latter protocol round is 
dropped.) She uses this same message (minus the plaintext 
N~) as the fourth message in the original protocol. Thus, 
in this message, in the place of the session key is A's nonce 
N~. The server then passes the supposed session key on to 
B. Because this appeared as a plaintext nonce in the other 
protocol run, E has succeeded in starting a session with B in 
which she has successfully set herself up as A and obtained 
the session key. 

We call such an attack a causal consistency attack because 
it is possible for all the participants to faithfully execute the 
protocol and yet not have consistent records of the message 
history. Similar attacks have been discussed in [BGH+92], 
[She92], and [DvOW92]. In fact the above protocol and 
attack was inspired by a draft version of a proposed ISO 
pure authentication protocol that  was shown to be flawed 
in [DvOW92]. Though never actually proposed for use, the 
above attack is somewhat more disturbing because it in- 
volves the distribution of a bad session key as well as a 
spoofed authentication. Using the formalism we introduce 
presently, we will show how to represent such attacks. 

3 Adding t ime to A T  
There are various ways we might rule out this attack. One 
way would be to assume that  the system is structured so 
that principals can always recognize distinct types within a 
message field. This is probably the simplest solution both to 
state and to implement. But, there may be problems. In the 
syntax of AT, nonces do not have a type. There is nothing 
to rule out using keys to guarantee message freshness. Thus, 
even though keys do have a type, their use as nonces is not 
precluded. 

Ultimately we do not rule out such attacks simply by having 
a logic that  is typed strongly enough to assume them away. 
All we do thereby is assume that the the attack is handled in 
some other part of our security analysis. It is perfectly legit- 
imate to say that BAN and AT were not meant to deal with 
such kinds of attacks--although, if this be the case it would 
be better if it were explicitly stated, and typing should be 
made strong enough to support the claim. That  way the 
assumptions are consistent with the notation and clearly set 
out. And, of course some assumptions are inevitable; for 
example, all formalisms for analyzing cryptographic proto- 
cols explicitly assume perfect encryption. Nonetheless, the 
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assumption of other security mechanisms may not always 
help. For example, direction bits are a standard way to deal 
with attacks that involve the replay of part of one message 
in another message in the same protocol. This might pre- 
clude some attacks, but the above example shows that they 
cannot serve as a general solution since they are of no help 
here. Also, it is conceivable that some causal consistency 
attacks involve only substitutions of terms of the same type, 
for example, an old key for a new one. Thus, even if the 
assumption that  principals can recognize types in message 
fields is simple to state and to implement, it might be ad- 
visable to have alternatives available. Another possibility 
would be to introduce in effect a more general notion of 
types for messages. Each encrypted section of a message 
could contain a protocol identifier and a message/section 
number (saying, e.g., "This is part of message 3 in a run of 
Kerberos ') .  Such fields are not unreasonable in practice. 3 
This probably rules out all such attacks, and it would not 
be difficult to add these fields in a protocol implementation; 
however, they would add to the computation and communi- 
cation costs of each message whether or not they are needed. 
This additional expense might be outweighed by the cost of 
determining where the fix is needed and where it isn't. A 
more immediate practical concern is the redundancy intro- 
duced by this solution. For example, it would allow for ex- 
haustive search attacks on password based encryption as in, 
e.g., Kerberos. 

Fortunately the semantics of AT is already robust enough 
to indicate the flaw in the above protocol. We need only 
add the corresponding syntax to reflect this in the logic. 
The semantics of AT is a possible world semantics along 
the lines of [HM90]. The truth values of logical formulae 
are determined by the state of the distributed system at a 
specific time. Each principal is assumed to have a local state 
which may change when someone performs an action. A 
global state is a set of local states, one for each principal plus 
one for the environment. A run is just an infinite sequence 
of global states. The local state of any principal includes the 
history of all actions the principal has performed up to that 
time in that run and a set of keys available to that principal. 
The global history includes a key set, all local histories, plus 
one buffer for each principal-- to handle messages that were 
sent but not yet received. The complete details need not 
concern us. The important point is that the truth values 
of formulae in the logic are fixed by specifying a run and a 
time. This makes it fairly easy to add syntax from temporal 
logic to AT. 

3.1 Temporal Axioms 
We now introduce axioms to reason about time. Intuitively 
'El' means at all points in the run prior to the current one, 
and ' ~ '  means at some point in the run prior to the current 
one. These are interchangeable according to the definition: 

~ ~ - ~ - ~  (for any formula ~). Given formulae ~ and ¢ 
the axioms are as follows4: 

4 ~ D ~[3~ 

D E]~ D <>~ 

L o ( ~ ^ ~  9 ¢)vD(¢^~¢ 9~) 

3This suggestion was given to me by Martin Abadi. 
4These are standard axioms for discrete (past) time. The ax- 

ioms and rule have their historical names. Cf. [Go192]. 

z D(op v ~) ~ ( D ~ v  ~ o~) 

We also need to add one rule to the logic. It says that if a 
formula ~ is a theorem of the logic, then so is Q ~. 

N e c  From F ~ infer ~- 13 ~. 

K and N e c  make sure that  we have a normal modal logic. 
(Cf. [Go192]) These basically guarantee that the temporal 
operators behave reasonably with respect to the rest of the 
logic. Each of the other axioms captures a feature of time 
that we desire. 4 gets us transitivity. (Something that was 
always true in the past was always true at any time prior 
to any time in the past.) D guarantees that  we don't  run 
out of time points (seriality). L guarantees that  all points in 
time are connected. And, Z guarantees that time is discrete. 
(Between any two points in time there are at most finitely 
many other points.) 

We need to give conditions for ~ to be true at a point (r, k), 
where r is a run and k is a time. We write this '(r, k) ~ ~ ' .  
(Note that, because of their interdefinability, this also gives 
us the conditions for (r, k) ~ ~ ~.) Given a formula, ~, a 
run r, and a time, k: 

( r , k ) ~  iff ( r , k ' ) ~ f o r s o m e k ' < k .  

In practice we may not even need the full logic that results 
from adding the above to AT. The applications we envi- 
sion require no interplay of temporal and doxastic (belief) 
modalities. Thus, we can restrict the application of doxastic 
operators to formulae free of temporal operators and the ap- 
plication of temporal operators to formulae free of doxastic 
operators and vice versa. The resulting logic is sound with 
respect to the semantics given in [AT91] once the truth con- 
ditions just given are added. Should it be necessary in some 
application for us to allow formulae in which the two types 
of modalities are applied successively, we can then make use 
of the full logic. It is fairly straightforward to show that this 
logic is also sound with respect to the given semantics. 

4 Expos ing  Pro toco l  Flaws Using the  
Logic 

In order to logically represent the flaw in the key distribution 
protocol given above we must state some requirement in the 
logic and then show that  the protocol fails to meet it. In 
effect, the temporal operators allow us to use the protocol 
to specify its own requirements. We simply require that 
each principal sees messages and sends them in the right 
order. This amounts to requiring each principal's history of 
the protocol to match the others', as far as they go. (We 
cannot require that  they match entirely because we don't  
want to deem protocols flawed if they fail to complete. Even 
if they do run to completion, there is no way for the sender 
of the last message to know that  the intended receiver in 
fact received it.) This approach to security requirements is 
basically the same as that in [DvOW92], where matching 
histories was given as a condition in the definition of 'secure 
protocol'. However, we will go further and connect this with 
protocol analysis in a formal language. We will present the 
requirements in two sections. First, we present the causal 
requirements. We call these 'causal requirements' because 
they specify the only acceptable cause of a principal's seeing 
a received message, viz: the appropriate principal sent that 
message at some previous time. 
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We can state the causal requirements easily by reading them 
off the protocol in reverse order. (We ignore the last mes- 
sage since it plays no role in the attack.) For perspicuity 
we present a list of requirements rather than a single large 
requirement. 

Causal Requirements  
1. (B sees (S, {Nb, Kab, A}Kb,)) D 

~>(S said (S, {Nb, Kab, A}Kb°)) 

2. (S sees (A,{Kab, N~,B}K,°)) D 
+>(A said (A, {K~b, g~, B}K., ) )  

3. (A sees(S,B,N~,{N~,N,,B}K~°)) D 
+>(S said (S, B, g~, {g~, No, B}K,°))  

4. (S sees (B, Nb, {Nb, Na, A}Kb,)) D 
e>(B said (B, gb, {gb, N~, A}K~, )) 

5. (B sees (A, Na)) D ~(A said (A,N~)) 

Of course we don' t  expect the above formulae to be valid, 
i.e., true in all possible runs. For example, we can' t  ex- 
pect (B sees (A, N~)) D ~>(A said (A, N~)) to be valid since 
anybody might send (A, N~) to B. We only expect the as- 
sumptions to hold in those runs where all the protocol par- 
ticipants faithfully execute their part of the protocol. We 
need to formally stipulate these faithfulness assumptions. 
Once we have set this out, security will amount to the claim 
that any run that is faithful satisfies the above requirements. 
In order to be faithful, participants should only proceed if 
they have seen the message they were to have received most 
recently. 5 We also need to address that faithfulness of this 
protocol is not well-founded. The problem is that anyone 
could start the protocol, and, if participants looked only at 
the last message they were to have received when deciding 
if they should proceed, the protocol could still be faithfully 
executed. Thus, we also require that no participant can be 
faithful if he picks the protocol up in the middle and exe- 
cutes faithfully from that point on. In particular, A should 
not be willing to send the fourth message if she did not send 
the first, and S should not be wilting to send the fifth mes- 
sage if he did not send the third. (Encryption guarantees 
that he said at least the last part of the message, but this 
has nothing to do with his faithfulness.) Our faithfulness 
assumptions are thus the following: 

Faithfulness Assumptions  
1. (B said(B, Nb,{Nb, N,,,A}Kb°)) D 

~>(B sees (A, No)) 

2. (S said (S,B,N~, {N,,,N.,B}K~°)) D 
~>(S sees (B, Nb, {Ub, N~,a}gb , ) )  

3. (A said(A,{Kab, Ns, B}K,,)) D 
~>(A sees (S,B,N,,{N~,N~,B}K°,)) 

4. (A said(A,{I(~b,g~,B}g~,)) D 
~(A says (d, N~)) 

5. ( s  said (S, {Nb, t(ob, A},~'~,)) 
~>(S sees (A, {I(ab, N~, B}K°,))  

5I know that I am skirting quite close to the very slippery 
notion of honesty. (Cf. [FH88] and [AT91] for a discussion of 
some of the issues.) However, I do not need such subtlety to 
require that participants be faithful. 

6. (S said (S,{Nb, K~b,A}I,:b,)) D 
o(S says (S, B, Ns, {Na, N~, B}K~°)) 

We represent the conjunction of the above causal require- 
ments as C R  and the conjunction of the above faithful- 
ness assumptions as FA. We can then state our criterion 
for causal consistency ( C C C )  as the requirement that the 
following formula be valid: 

FAD CR 

Since we have seen that the causal consistency of the pro- 
tocol from which CR and FA were derived is subject to 
attack, we should expect this formula to be invalid. In or- 
der to demonstrate that it is invalid, we need simply find a 
run r and time k such that (r,k) ~ FA but (r,k) ~ Ca. 
We will demonstrate invalidity using the very attack we set 
out above to determine r. If there is a time during r that 
will show that CCC is invalid, it is the time k in the attack 
when A says (A, N~, {N~, Ns, B}K,,). 
The truth of C C C  at (r ,k) depends on whether or 
not A also said (A,{Kab, Ns,B}K,,) at (r,k). For if, 
(r,k) ~ Asaid(A,{Kab, Ns, B}g~,), then we violate 
Faithfulness Assumption 3 in virtue of the fact that A 
has never seen S,B,  Ns,{Na, N~,B}/<°, when she says 
(A, {Kab, N,, B}Ko.). This would make C C C  true at (r, k) 
by virtue of a false antecedent. Thus, we need to de- 
cide whether or not (r, k) ~ A said (A, {gab, N~, B}K°,). 
In determining what was said by a principal we must re- 
spect the actual syntax that was used (and its semantic 
interpretation). And, there is nothing in either the syn- 
tax or semantics of AT that allows us to equate two mes- 
sage components given by distinct terms simply because 
they have the same bit representation. Thus, (r,k) 
A said (A, {K~b, No, B}Ko,). 

Once we have established this, the invalidity of C C C  quickly 
follows. All of FA is true at (r, k) but Causal Requirement 2 
is false because S sees (A, {K~b, No, B}K~, ) without A's hav- 
ing said it first. (Since the logic is sound this also amounts 
to a proof that C C C  is not a theorem. This is only signifi- 
cant, however, if there is a special premium placed on being 
strictly formal.) 

5 Conclusions 
We have shown that by incorporating temporal logic into 
AT, it is possible to logically demonstrate that protocols 
subject to causal consistency attacks are flawed. It seems 
that we thus have a technique for establishing the security of 
cryptographic protocols with respect to causal consistency; 
however, we should not be overly enthusiastic about these 
results by themselves. We have shown that a syntactic se- 
curity requirement is invalid. But, how would we go about 
showing that the requirement is valid for a given protocol? 
We could try to produce a logical derivation, but this is 
highly unlikely in all but trivial cases. The only alternative 
is to show that the requirement holds in all possible runs of 
the system. Here formal proof is no help, and our failure to 
find a counterexample does not imply that there isn't  one. 
In practice, what this means is that we have the ability to 
represent such flaws but not as yet the ability to detect them 
or to demonstrate their absence. 

What we need is a tool to aid us in semantic analysis, to 
provide assurances (if not proof) that a protocol is secure in 
this sense. In other words, we need a model checker, per- 
haps along the lines of [CES86]. Such work has recently 
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been applied to cryptographic protocol analysis. In [SM93] 
we present a temporal language for reasoning about cryp- 
tographic protocol requirements for which the NRL Proto- 
col Analyzer ([Men91], [Mea92]) serves as a semantic model 
checker. This tool has already demonstrated its usefulness 
by finding flaws in published protocols. Nonetheless, one of 
the major appeals of logics such as BAN and AT has been 
their apparent simplicity. It would be nice if we could con- 
tinue to use them for the analyses to which they are suited 
and could then supplement this with a semantic analysis of 
causal consistency for the same logic. It is hoped that this 
work provides a step in that direction. 
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