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ABSTRACT

In the recent years Voice over IP (VoIP) telephony started
to migrate from research to the market. In the future, All-IP
networks will substitute the classical Public Switched Tele-
phone Networks (PSTNs). Nowadays, there is no All-IP
network yet, but many VolP-providers already enable calls
from VoIP to a PSTN and vice versa. Thus, critical infras-
tructures within the PSTN like the emergency call service,
are accessible from the VoIP network (e.g. the Internet) and
get exposed to new security threats. In particular, there is
the risk of Denial of Service (DoS) attacks originating from
the VoIP network. An attacker could jam the emergency
call service by generating a massive load of faked emergency
calls, which could lead to the loss of lives in the worst case.
For us, this was the motivation to analyse the applicabil-
ity of the concept of Intrusion Detection (ID) in the emer-
gency call context and develop an adapted ID-architecture
including its implementation. In an evaluation of the ID-
architecture, using real emergency call traces from the fire
department of Cologne, we show that the developed con-
cept can reliably detect emerging DoS attacks from VolP
networks up to a certain VoIP diffusion rate.
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C.2.0 [Computer-Communication Networks]:
General—Security and protection

General Terms
Security, Reliability
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INTRODUCTION

Over the last years, numerous improvements and stan-
dardisations were achieved concerning the Voice over IP
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(VoIP) technique, leading to a migration to VoIP-based tele-
phony as an alternative to the conventional telephone sys-
tem.

The integration of VoIP telephony into the existing tele-
communications infrastructure that consists mainly of the
Public Switched Telephone Networks (PSTNs) and mobile
networks, is realised by VolP gateways which are run by
VoIP service providers. These gateways handle the trans-
lation of signalling information and provide mechanisms for
addressing and routing of VoIP calls to the PSTN or mobile
networks and vice versa.

This interconnection of packet-based IP networks and the
circuit-switched PSTN, transfers several security risks which
are present in the IP networks to the telephone network. Be-
sides the issues of authentification and privacy, the danger
of Denial of Service (DoS) attacks caused by a large amount
of faked telephone calls imposes a serious threat on the up to
now comparatively secure telephone network. The reason for
the constitution of this new peril lies within the VoIP gate-
ways which combine two different kinds of resources namely
data packets on the IP side and (more limited) circuits on
the switched network side. To conduct an effective DoS
attack with the means of the conventional PSTN only, an
attacker would have to dispose of a large number of fixed
lines and furthermore expose himself to a high risk of being
backtracked. The deployment of VoIP, however, enables an
attacker to generate a large number of parallel calls from a
single terminal, all of which are transformed into switched
circuits at the VoIP gateway. The risk of being backtracked
depends on the security mechanisms applied by the VolP
provider. It can be circumvented by gaining access to a
legion of foreign VoIP-enabled PCs, e.g. in the form of a
botnet.

Critical telecommunication infrastructures like the emer-
gency call service (e.g. 911 in the US and 112 in Europe)
are put at risk by the potential of an overload caused by a
DoS attack. Emergency calls are routed to their regional
emergency call centre where call agents process the incom-
ing requests. These call centres are also referred to as Public
Safety Answering Points (PSAPs). As a PSAP’s resources
of incoming lines and agents are limited, emergency calls
get dropped if there is an overload of incoming calls. In this
case, real emergency calls can not be answered. This may
in the worst case even lead to the loss of lives.

The rest of the paper is organised as follows: In section 2
related work and possible solutions to handle the threat of
DoS attacks on a PSAP are considered leading to the ap-
proach of an adapted type of intrusion detection within the



PSAP. Section 3 describes the realisation of this approach
in terms of an intrusion detection module which can be de-
ployed at the PSAP. Finally, section 4 evaluates the attack
detection capabilities of the proposed method and presents
the results achieved followed by a concluding section.

2. RELATED WORK

The potential risk of DoS attacks on a PSAP initiated
from the VoIP domain has already been perceived by the
IETF working group ECRIT [17, 16] and NENA [12], which
are actively involved in the subject of VoIP emergency calls.
First approaches to face and counteract this threat included
the following possibilities [17]:

e Turing Test: Before an emergency call is put through,
an automated procedure in analogy to a turing test
could be deployed to authenticate a human caller. In
addition to the general complexity of this task [15], it
can not be assumed that an emergency caller being in
shock or injured will be able to pass such a test.

e [Inspection of IP address: In order to suppress repeti-
tive calls from the same caller, the source IP address
of VoIP emergency calls could be inspected. This mea-
sure will not prove effective when the attacker is able
to spoof his IP address or when he uses numbers of for-
eign machines brought under his control. Apart from
this, multiple calls from the same IP address can con-
stitue a valid condition, e.g. from enterprise networks
using address translation.

e Verification: Assuming that eligible methods existed
to verify the identity of a VoIP caller, his location or
the VoIP service provider used, this information could
serve as a starting point to prevent or backtrack DoS
attacks. It is questionable though, to which extent
the procedure of verification would restrict the pub-
lic availability of the emergency service. According to
ETSI, the emergency call service should be accessible
without prior authentication [8].

In conclusion it can be stated that no feasible solution to
the risk of VoIP initiated DoS attacks on the emergency call
service has been proposed or realised so far.

Generally, it must be pointed out that the protection of
a PSAP can not be achieved by means of preventive mea-
sures like authentification or up-front rate limiting. These
measures would restrain the public and unrestricted acces-
sibility of the emergency service which is also enforced by
law in many countries, e.g. in Germany [1]. Due to these
specific regulations for the handling of emergency calls, only
reactive measures are eligible in this context. Reactive mea-
sures come into action only when a DoS is already emerging
and then try to prohibit the total breakdown of the PSAP.
The effectiveness of these measures depends on the ability
of detecting an attack as early as possible.

In the field of IP networks, the concept of Intrusion De-
tection (ID) [7, 11] is widely deployed for the early detec-
tion of upcoming DoS attacks [6]. Here, selected aspects of
the network traffic are observed and analysed. Two major
approaches exist to detect possible intrusions: Anomaly de-
tection and misuse detection. Anomaly detection aims at
discovering deviations from a previously learned “normal”
behaviour that exceed a certain threshold. Misuse detec-
tion usually uses a database of known attacks and scans the
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incoming traffic for matching patterns. Both methods can
generate false alarms of two categories: Attacks that pass
unrecognised (false negatives) are mainly a problem in an
IDS using misuse detection as only known attacks can be
detected. Alarms which get triggered even though no at-
tack is taking place (false positives) occur more frequently
in anomaly-based IDSs due to irregularities in the ordinary
network traffic.

Applied to the emergency service, an ID-system deployed
within the PSAP would have to analyse the total load and
the characteristics of the stream of incoming emergency calls
and — on this basis — realise a reliable attack detection.
However, it may be hard to distinguish between DoS attacks
and events triggered by real disasters, such as severe storms
or major fires: In both cases, a strong increase of incoming
emergency calls will be observed, leading to a high load at
the PSAP. As the availability of the emergency service is
crucial especially during events of disaster, it is important
not to classify these events as attacks (false positives) which
could result in mistaken countermeasures. This observation
leads to the constraint that an intrusion detection method
deployed in the emergency context must eliminate false pos-
itives or keep them at an absolute minimum.
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Figure 1: Emergency call load at PSAP Cologne on
July 27, 2005.
(calls within 15 minute intervals)

Fig.1 shows a heavy load of emergency calls measured at
the PSAP Cologne during July, 2005 which was caused by a
thunderstorm . It can be seen that at about 5:45 p.m. the
number of incoming emergency calls increases drastically.
Due to the heavy call load, the resources are reaching their
limits and a large fraction (sometimes over 50%) of the calls
get lost.

In [3], a possible method to distinguish between attacks
and disasters is proposed. Here, the incoming emergency
calls are examined separated by their originating network
domain that is PSTN, mobile networks or VoIP. The load
characteristics for the calls of each originating domain are
examined separately and compared to each other afterwards.
During a disaster one expects that all domains show an in-
creased or anomalous load of calls, whereas in the case of an
attack only the VoIP domain would register a suspicious call
behaviour. The outlined concept is similar to the principle
of cooperative intrusion detection where multiple indepen-
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Figure 2: Expected call load of originating networks at the PSAP during different possible scenarios.

dent ID-systems located in different network domains sub-
mit their data to a superior meta ID-system. The meta IDS
can then achieve a better detection rate by taking advantage
of the broader data basis or by correlation of the individual
datasets from each domain [9].

Fig. 2 visualises the described method including the ex-
pected call load from each originating domain during the dif-
ferent possible scenarios within the PSAP. The emergency
call load from a particular domain is symbolised by the
height of the respective bar icon. A filled bar denotes an
especially high or abnormal call load.

The proposed partitioning of calls according to their orig-
inating domain also enables new possibilities for intrusion
response measures. A possible intrusion response measure
in case of a detected attack would be to limit the resources
for each domain in order to prevent the complete allocation
of resources by calls from the VoIP domain. The drawback
of such fixed resource shares is that the available resources
may be used in a suboptimal way. A less drastic intrusion
response option would be to prioritise specific domains, e.g.
the PSTN and the mobile networks. Although this would
also penalize authentic VoIP emergency callers, this restric-
tion would exist only in times of a detected attack. The
described disadvantages of fixed resource partitioning and
priorisation make clear, that these measures should not be
installed up front but only in case of a DoS attack. There-
fore, a fast and reliable method for attack detection is nec-
essary.

3. REALISATION

We implemented the ID concept described in the preced-
ing section in the form of an ID module that extends the Pri-
vate Branch Exchange (PBX) within the PSAP. The PBX
terminates the incoming mainlines (e.g. several ISDN lines)
and distributes incoming emergency calls to the available
call agents or buffers pending calls in a queue. To monitor
the call traffic, it is necessary that the ID module is con-
nected to the PBX via an appropriate interface. The com-
parison of different open-source software-based PBX sys-
tems [14, 13, 4] led to the choice of the widely-used software
PBX Asterisk [4]. Asterisk is able to handle high call loads,
which we confirmed by conducting stress tests with 4800
calls/minute. Furthermore, Asterisk features a convenient
event-based management interface allowing for the detailed
monitoring of the processed calls within the PBX.

The realisation of the ID module can be divided into sev-
eral tasks which are described in the following:
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3.1 Classification of calls by originating
network

To allow for a separation of the calls from each originat-
ing network class, a procedure is required to assign a call
to its originating domain. The distinction between PSTN
and mobile networks could be accomplished by examining
the transmitted telephone number of the caller as mobile
networks have exclusively assigned number prefixes. Unfor-
tunately, this does not hold true for VoIP. VoIP numbers are
prone to be spoofed [2] and can also be identical to a regular
PSTN number.

Thus, the classification of calls must take place within the
telephone network routing the emergency calls to the PSAP.
As the entry point of the call is known to the network, e.g.
VoIP gateway, PSTN exchange or mobile switching centre,
the mapping to the originating domain is straightforward.
One option to relay this information to the PSAP would
be to encode it into the protocol signalling information dur-
ing the call establishment. A simpler alternative without
changes to the routing protocol is the following: The uni-
form emergency call number (112) is translated to the inter-
nal routing number of the destination PSAP in the first ex-
change the call passes. Similar to multiple subscriber num-
bers of a single ISDN line, the PSAP can be equipped with
multiple routing numbers where each of these numbers is
dedicated to an originating domain [10]. Hence, the origi-
nating network domain can be determined by the destination
number the emergency call is routed to.

3.2 Identification of suitable call load
characteristics

Each intrusion detection is based on the collection of mea-
surable characteristics (metrics) of the monitored system.
For attack detection, the value or development of the sur-
veyed metrics is interpreted to decide whether an attack is
in progress. For a high detection rate, it is important to
identify those properties of the emergency call load which
are significantly and characteristically influenced by a DoS
attack.

As we use the concept of cooperative intrusion detection,
the communication architecture of the PSAP has to be di-
vided into adequate functional areas, each constituting an
autonomous intrusion detection subdomain. Figure 3 shows
the communication architecture within a PSAP along with
five identified functional areas:
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Figure 3: Communication architecture within a PSAP, showing functional areas and emergency call flow.

e The INGRESS area, representing the incoming tele-
phone lines.

e An area for each originating domain consisting of its
respective call queue.
(in the following labelled as QUEUE[DOMAIN])

e The AGENTS area with the available call agents.

Each incoming and processed emergency call traverses
these functional areas from left to right, starting at the
INGRESS, then entering the QUEUE according to its origin
and finally being answered by an agent. Next, it can be
stated that each functional area has a limited capacity. The
corresponding resources are the lines for the INGRESS, the
number of slots for each QUEUE, and the number of agents.
By establishing a checkpoint at the entry point of each func-
tional area which registers each passing or rejected call, the
first two metrics can be captured as the interarrival times
of calls and the number of rejections at each area. Adding
a checkpoint at the exits of the areas enables us to mea-
sure the occupancy of resources and the residence time of a
call within an area. Thus, we obtain a set of four metrics
for each intrusion detection subdomain. Each set represents
the internal state of the corresponding area.

The metrics chosen are significantly influenced during a
DoS attack: An increase of the arrival rate is typical for
any DoS attack as otherwise no critical resource consump-
tion could be achieved. Since it is the primary target of a
DoS attack to exhaust available resources, monitoring the
occupancy of each area’s resources is crucial. Rejections oc-
cur when resources are already at their limit. Thus, they
should be treated as a high priority indication of overload.
The residence time within a QUEUE represents the waiting
time of calls in that queue whereas in the AGENTS area the
residence time denotes the call duration. Faked emergency
calls related to a DoS attack are hung up by the agents after
a short time. Thus, the mean call duration is affected by a
DoS attack.

With respect to the metrics interarrival time and residence
time, we are not interested in the single values for each call
but in the mean values. However, the metrics shall only
reflect the current situation. Therefore, the mean values are
computed as a floating mean over a window of the last n
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calls. The value n can thus be thought of as the size of the
observed event horizon. For the occupancy and rejections
we use absolute values, limiting the rejection counts also to
the last n calls.

3.3 Design of a structured architecture of the
ID module

The acquisition of the metrics is followed by the analysis
and interpretation as an alarm state of each functional area.
Corresponding to the principle of cooperative intrusion de-
tection, each area is associated with its own instance of an
ID-subsystem. These ID-subsystems submit their results to
a superior meta ID-component where the individual results
are consolidated. This leads to a hierarchical organisation of
the overall ID module, shown in figure 4. Each of the four
metrics is captured and calculated by a dedicated sensor,
processing the received events via the Asterisk management
interface. When a metric changes, its value is propagated
to the attached ID-subsystem by way of a sensor update
message.

The frequency in which the values of the metrics change
is comparatively high, especially during a high call load.
Therefore, it is necessary to preprocess the received data in
the ID-subsystems and abstract to a higher level in order
to reduce the amount of communicated information to the
meta IDS. This is achieved by setting alarm thresholds for
each metric in each subsystem. Whenever the value of a
metric exceeds its threshold, the meta IDS is informed by
an alarm message containing the orginating subsystem and
name of the metric that caused the alarm. As soon as the
metric returns to normal, an alarm release is signalled to the
meta IDS. Thus, the meta IDS’ perspective on the overall
system is abstracted to the accumulated alarm states of the
observed metrics of all functional areas. Regarding the set
of activated alarms as the system state, we obtain a finite
state machine with 22° = 1.048.576 possible states, where
each alarm message or release triggers a state transition.

Regarding the alarm thresholds for each metric, it is pos-
sible to either use constant values or dynamic thresholds.
The dynamic thresholds float around the actual mean value
by a multiple of the deviation, thus adapting to the long
term variability of the metric. We chose constant thresholds
which is motivated by two reasons: First, dynamic thresh-
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Figure 4: Hierarchical organisation of the ID module with flow of events.

olds are useful for parameters subject to seasonal or eco-
nomic fluctuations with a small local variance. Alarms are
issued when abrupt deviations from the mean value occur.
However, the nature of emergency call traffic is highly vari-
able also during normal situations, which would result in
many spurious alarms for individual metrics. Second, as
DoS attacks aim to exploit available resources, it is advis-
able to deduce constant alarm thresholds from the given
resource limits. Thresholds for occupancy and interarrival
times can be adapted to the amount of resources and to
the mean service rate, respectively in each functional area.
Residence times can be limited to an interval experienced
in normal operation. Rejections are critical, so that already
one rejection within the last call window should cause an
alarm.

3.4 Determination of attack criteria

The actual attack detection is conducted on the meta IDS
level, based on the propagated alarm states of all functional
areas which jointly form a system state. Therefore, those
system states had to be defined which are in all probability
indicating a DoS attack and thus trigger an attack alarm.

As stated in section 2, it is essential to minimize the false
positive rate in the emergency context. Therefore, we want
to report only DoS attacks with the potential to lead to a
severe restriction of the emergency call service. To achieve
this, we use a two-stage alarm criterion, symplifying the
identification of attack states within the comparatively large
space of system states.

In the first stage, the two areas INGRESS and AGENTS,
which are indicators for the allocation of incoming telephone
lines and available call agents form the decisive factor rep-
resenting the utilisation of critical resources of the overall
system. Only at times when one of these areas reports an
impending shortage of resources due to a high call load, the
availability of the emergency service is endangered.

The second stage of the attack detection is only executed
when the alarm criterion of the first stage is met. This
implies that resources are already running short, leaving the
decision whether the high load is caused by a DoS attack
or by a disaster situation. The correlation of the different
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originating domains is applied by comparing the state of
each domain on the abstract level of simultaneously active
alarms across the domains.

In detail, we chose the alarm criterion of the first stage to
be fulfilled when either one of the occupancy alarms of the
areas INGRESS or AGENTS is set. A single interarrival alarm
occurs frequently, caused by short fluctuations in the call
rate. For this reason the interarrival alarm is not adequate
to serve as criterion. As we want to reflect the consumption
of resources within the first stage, the occupancy alarm is an
appropriate measure. This partition of the attack detection
also allows for a simple adjustment of the overall sensitivity
of the ID module by chosing the alarm thresholds of the
areas INGRESS and AGENTS accordingly.

To realise the correlation of the originating domains and
to derive a proper alarm criterion for the second stage, a
scheme is required that rates and compares the severity and
the probable cause of the accumulated alarms in different
domains. Comparing the alarm states instead of each met-
ric’s absolute value already has the advantage that fluctu-
ations within a metric’s course are attenuated due to the
floating average determination in the sensors. Possible cor-
relation methods would be the one-to-one matching of equal
alarms in each domain or the comparison of the sum of active
alarms as a measure for severity. The latter method lacks
significance concerning the cause of a high alarm count. The
drawback of the first method is the missing cross-relation of
different types of alarms.

A further observation is that the sequence of reported
alarms can reflect the causal chain of a domain’s alarm evo-
lution. For example, an occupancy alarm within a domain
is not necessarily the consequence of a high call rate for that
domain which would have been indicated by a preceding in-
terarrival alarm. It can also be caused by slow agents or by
a high load in another domain, leading to an accumulation
of pending calls within the other queues. These cases should
be identified and be considered when rating the severity of
a domain’s alarm state.

To achieve this, we introduced a concept of four alarm lev-
els, based on the evolution of the observed metrics during a
DoS attack. As a prerequisite, a DoS attack starts with an



increased call load, indicated by an interarrival alarm within
the domain’s functional area. When calls accumulate in the
QUEUE, an occupancy alarm is triggered and with sustained
call load eventually followed by a rejection alarm. A chrono-
logical indexing of the residence alarm is inapplicable.

The following list shows the definition of the four alarm
levels. For each domain, the corresponding alarm level is
determined accordingly. Note, that a triggered interarrival
alarm within a domain constitutes a fundamental precondi-
tion for an alarm level higher than zero. As the exact order
of incoming alarm messages can differ slightly even during
an attack, we defined the alarm levels based on the simulta-
neously active alarms, thus consolidating different permuta-
tions on the basis of their resulting alarm set.

e Alarm level 0: interarrival alarm of domain is not
set

e Alarm level 1: interarrival alarm of domain is set

e Alarm level 2: interarrival alarm and occupancy
alarm of domain are set

e Alarm level 3: interarrival, occupancy and rejection
alarms of domain are set

The actual alarm criterion of the second stage, depending
on the present alarm levels of the three domains PSTN, Mo-
bile and VoIP is defined in Table 1. As we want to detect
DoS attacks originating from the VoIP domain, it is reason-
able to assume that during an attack the alarm level of the
VoIP domain is at least 1, indicating an increased call rate.
As short bursts in the call rate are normal and frequent, we
require the VoIP domain to be at a minimum alarm level of
2 to possibly assume an impending attack. Only a longer
lasting high call rate leads to an occupancy alarm resulting
in an alarm level of 2. If the alarm level is 0 in one or both
other domains, we assume an attack and an alarm is trig-
gered. An alarm level of 1 (or higher) in both other domains
is considered as a disaster where the transition from level 1
to 2 happened first in the VoIP domain. When alarm level
3 is reached within the VoIP domain, the capacitiy of the
queue is already exhausted. If a DoS attack was in progress,
it would already be in an advanced state. Therefore, in this
case an alarm is also triggered if both remaining domains
show an alarm level of 1. All other combinations not listed
in Table 1 do not result in an attack alarm.

The residency alarm was not included in the definition of
alarm levels, as its temporal occurrence during a heavy load
situation is not determined. As an option, the residency
alarm could be used aside from the previously defined alarm
criteria, so that an attack is not indicated unless a residency
alarm of the PSTN or Mobile domains is triggered. In this
case, an attack alarm would not be signaled until the quality
of the emergency service is affected in the way that the hold-
ing time of calls from the PSTN or mobile devices exceeds
a predefined threshold.

4. EVALUATION AND RESULTS

To evaluate the quality of the attack detection, two as-
pects are of major interest. First, the response time of the
attack detection constitutes a critical factor, as countermea-
sures in response to a detected attack are only effective if
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[ VoIP || PSTN | Mobil || Attack Alarm |

0 * * No
1 * * No
2 0 0 Yes
2 0 1 Yes
2 1 0 Yes
2 1 1 No
3 0 0 Yes
3 0 1 Yes
3 1 0 Yes
3 1 1 Yes

Table 1: Second stage alarm criterion based on the
domain alarm levels.
*: alarm level 0, 1, 2 or 3

the attack is signaled during an early stage. Second, the re-
liability of the detection is important, as it is useless to have
a short response time at the cost of a high false positive rate.

Unfortunately, it was not possible to test our approach in
a real PSAP. However, the fire department of Cologne (one
of the largest fire departments in Germany) provided traces
of real emergency call traffic. Thus, we were able to emulate
realistic regular and disaster call traffic.

The parameters to adjust the sensitivity of the intrusion
detection module are the alarm thresholds for the metrics in
the different functional areas. It is obvious that appropriate
values for these parameters depend on the configuration of
the PSAP, defined by the number of incoming lines, agents,
average call load, etc. As mentioned above, we based our
evaluation on a setup motivated by the PSAP of Cologne,
Germany. This results in 30 incoming lines and 10 available
agents. In the course of analysing the response time and
reliability we also optimised some key thresholds for the de-
ployed configuration.

For the evaluation of the response time, a DoS attack
from the VoIP domain is emulated as a quick succession of
calls at a certain rate with uniformly distributed interarrival
times. The coexistent regular call traffic from the PSTN and
mobile networks is generated using real tracefiles measured
at the PSAP Cologne during 2002 to 2006. If the DoS at-
tack is executed with a high call rate, the response time of
the ID module must be shorter than in the case of an at-
tack with a lower rate. Therefore, we analysed the response
time against the call rate of the DoS attack. Fig. 5 shows
the results for different parameters for the threshold of the
agent occupancy alarm. The upper solid curve marks the
calculational time until all agents are busy at the given call
rate. The graphs beneath depict the mean latency until the
alarm is triggered for 25, 30, 50, 100, 400, 800 and 1200
calls per minute (with the 95% confidence intervals). For
both thresholds it can be stated that an alarm is released
well prior to the full utilisation of the agent resources. Fur-
thermore, an occupancy threshold at 4 agents results in a
significantly faster response time at lower call rates.

The evaluation for the INGRESS occupancy threshold re-
sulted in the curves shown in Fig. 6. Here, the upper
solid curve shows the time until all incoming lines are busy.
Again, the DoS attack is indicated before the available lines
are fully utilised. The alarm threshold at 8 lines for the
INGRESS occupancy alarm results in significantly faster re-
sponse times at high call rates, which is shown in the close-
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Figure 5: Response times for different agent occu-
pancy thresholds.

(Mean values are shown with 95% confidence inter-
vals)

up in Fig. 7. This effect is due to the fact that at high
call rates the occupancy threshold of the INGRESS is reached
prior to the threshold of the AGENTS. Thus, the first stage’s
alarm criterion is met early. For the setup with 30 incoming
lines and 10 available agents, we did not further decrease
the thresholds as this would no longer justify an occupancy
alarm and only increase the risk of false positives.
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Figure 6: Response times for different INGRESS
occupancy thresholds.

(Mean values are shown with 95% confidence inter-
vals)

A second evaluation aspect is, whether the determined pa-
rameters that delivered good response times do also provide
a good reliability, i.e. a low false positive rate during disas-
ter scenarios. Since the distinction between an attack and a
disaster is based on the correlation of emergency calls sepa-
rated by their originating domains, the share of VoIP calls in
the overall load constitutes a decisive factor. Therefore, we
tested up to which share of VoIP emergency calls our tech-
nique can be deployed without leading to false positives in
case of heavy load caused by disaster scenarios. We identi-
fied several disaster situations within the tracefiles from the
PSAP Cologne and added a VoIP call load corresponding to
VoIP shares of 11, 20, 27 and 33% of the overall traffic.

Fig. 8 shows the results for the thunderstorm scenario
described in section 2. The bars depict the number of false
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(Mean values are shown with 95% confidence inter-
vals)

positives whereas the curves mark the fraction of time during
which the alarm criteria of the first and second stage were
fulfilled. For all analysed disaster scenarios, false positives
did not occur below a VoIP call share of 27%. This conforms
to the observation that at this VoIP share the criterion of
the second stage starts to be met during a small fraction of
time. In contrast, the alarm criterion of the first stage is met
during 40% of the tested period in Fig. 8 which corresponds
to the heavy load situation present in a disaster scenario.
To sum it up: The evaluation showed that a fast and
reliable attack detection is achieved up to a share of VolP
emergency calls of at least 20%. At the time of writing, the
fraction of VoIP customers compared to PSTN and mobile
networks constitutes approximately 0.4% in Germany [5].
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Figure 8: Evaluation of the reliability of the attack

recognition.
(Thunderstorm on July 27, 2005)



5. CONCLUSION AND FUTURE WORK

We designed and implemented cooperative intrusion de-
tection at the PSAP to detect VolIP-initiated DoS attacks
as an extension ID module for the popular software-based
PBX Asterisk.

To map the concept of multiple, cooperative intrusion de-
tection domains on the PSAP, we identified separate func-
tional areas within the telecommunication architecture of a
PSAP. This partitioning led to a hierarchical design of the
ID module consisting of ID-subsystems for each functional
area, reporting to a meta IDS. We defined a two-stage alarm
detection process, separating the estimation of resource crit-
icality from the discrimination between attack and disaster
situation. This method reduces the risk of false positives
by limiting attention to attacks with sufficient potential to
limit the resources of the PSAP and to degrade or interrupt
service availability.

We specified metrics that lead to a characterisation of the
traffic profiles for each originating network domain, particu-
larly with respect to the allocation of valuable resources, e.g.
incoming lines or call agents. By preprocessing the collected
data and by abstraction within the IDS hierarchy, the num-
ber of events during a high call load could be reduced, al-
lowing for an alarm decision based on discrete system states
within the meta IDS. The response time of the attack de-
tection proved to be well below the time needed for a full
utilisation of resources and dynamically adapts to the call
rate of a conducted attack. The analysis of the reliability
of the attack detection showed that a reliable differentiation
between attack and disaster is attained up to a VoIP share of
approximately 20% on the overall emergency calls, which is
far above the estimated 0,4% VoIP share in Germany today.

If the VoIP share exceeds 20% further properties of the
incoming alarms could be considered, thus extending the
state-based approach. For example, temporal properties like
the duration that each alarm stays activated could be taken
into account. This consideration of alarm persistence could
serve to ignore short alarms and reduce false positives.

Another application area for the presented method are
commercial call centers, which would suffer financial damage
from a DoS attack. The different call load characteristics in
a commercial call center would require an adaptation of the
ID module’s parameters.

Finally, the question of adequate intrusion response in
case of a detected attack remains open. Here different possi-
bilities of intrusion response, e.g. those proposed in section
2, must be studied with respect to their response time, ef-
fectiveness and applicability in the emergency context.
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