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ABSTRACT
This paper aims to generate a better representation of visual arts,
which plays a key role in visual arts analysis works. Museums and
galleries have a large number of artworks in the database, hiring art
experts to do analysis works (e.g., classification, annotation) is time
consuming and expensive and the analytic results are not stable
because the results highly depend on the experiences of art experts.
The problem of generating better representation of visual arts is
of great interests to us because of its application potentials and
interesting research challenges—both content information and each
unique style information within one artwork should be summarized
and learned when generating the representation. For example, by
studying a vast number of artworks, art experts summary and
enhance the knowledge of unique characteristics of each visual arts
to do visual arts analytic works, it is non-trivial for computer. In
this paper, we present a unified framework, called DeepArt, to learn
joint representations that can simultaneously capture contents and
style of visual arts. This framework learns unique characteristics of
visual arts directly from a large-scale visual arts dataset, it is more
flexible and accurate than traditional handcraft approaches. We
also introduce Art500k, a large-scale visual arts dataset containing
over 500,000 artworks, which are annotated with detailed labels of
artist, art movement, genre, etc. Extensive empirical studies and
evaluations are reported based on our framework and Art500k and
all those reports demonstrate the superiority of our framework and
usefulness of Art500k. A practical system for visual arts retrieval
and annotation is implemented based on our framework and dataset.
Code, data and system are publicly available1.
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1 INTRODUCTION
Visual arts have great values in terms of heritage, culture and his-
tory. Historians study human origin through cave frescoes, ordinary
people can take a glimpse of the artists’ lives by appreciating their
works. With the development of the computer science and the
1http://deepart.ece.ust.hk
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Figure 1: The main difference between visual art and nature
image is shown: the contents of (a) visual art and (b) na-
ture image is almost the same, but (a) contains the style that
formed by Vincent van Gogh. For generating representa-
tions of visual arts, considering both the contents and style
is essential.

explosive growth of digital copies of visual arts, the advanced com-
puter science algorithms and large-scale digital copies of visual arts
have opened both opportunities and challenges to computer science
researchers and art community researchers. It is a very important
interdisciplinary research field in that the computer science and the
art community can boost the development of each other. On one
hand, new art theories can be explored by the art community to pro-
vide computer science researchers with more theoretical support
for algorithm design, and on the other hand, new automatic ana-
lyzing techniques and tools can be developed by computer science
researchers to help the art community understanding visual arts
further. In recent years, many museums and galleries have made
their collections publicly available, people can browse, learn and
buy visual arts on-line. In order to fulfill the requirements of on-line
exhibitions or selling, heavy categorizing and indexing works need
to be conducted by art experts. For example, WikiArt2 featured all
digital artworks by art movements (e.g., Abstract Art, Cubism.) or
artists, however the visual arts are highly related to visual, it is not
a good way to capture users’ expectations using category based or
keyword based search methods. We think that it is better to solve
those problems based on the visual perceptions. In this paper, we
propose an powerful framework to learn visual representations
of visual arts to facilitate the different kinds of visual arts related

2https://www.wikiart.org
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applications, for example, visual arts retrieval and recommenda-
tion systems, visual arts analysis and annotation tools and forged
artworks detecting tools.

In the art domain, both low level visual characteristics (e.g., color,
texture) and high level visual characteristics (e.g., genre, content,
brushwork) provide cues for visual arts analysis [3]. High level
visual characteristics are usually constructed by multiple low level
visual characteristics and it can convey more information from one
visual art. From human perception, we consider twomost important
informations within visual arts for generating representations, one
is the contents information, another is the style information. The
contents within one visual art is very important for representing
what things have been involved in one visual art, it can convey the
main topic of the visual art to audiences. For example, if there is
one person in the visual art, it is high probability to identify this
visual art as one Portrait painting. The style concept is very abstract
in visual arts, even those artworks that created by the same artist
may have very different style, to explain it more concretely, style
is something like Brushwork and Strokes, which is a characteristic
way an artist creates the artwork [6]. Many impressionism masters
formed their styles by special strokes [13]. The notion of style has
long been the art historian’s principal mode of classifying works
of visual art, any piece of visual art is in theory capable of being
analysed in terms of style; neither periods nor artists can avoid
having a style and conversely natural objects or sights cannot be
said to have a style, as style only results from choices made by a
maker. To some extent, the style of one visual art is more important
than the contents of one visual arts, because it defines the unique of
one visual art and attaches emotions to visual arts. Figure 1 shows
the main difference between visual arts and nature images, (a) is an
image of artwork (The Church at Auvers) that created by Vincent
van Gogh, (b) is a nature image of church at Auvers, the contents of
two image is almost the same, but the image of artwork contains the
style that formed by Vincent van Gogh. Because of adding the style,
the image of artwork conveys totally different information than the
nature image. This phenomenon indicates that both the contents
and the style are important for visual arts analysis; Sometimes
this two information can complement each other, for example, in
different artworks, there may be many different styles showing the
same contents, style sensitive representation s are more likely fulfill
the humans’ expectations.

In this paper, we present a unified framework, named DeepArt,
to learn joint representations that can simultaneously capture con-
tents and style of visual arts. Dual feature representation paths
construct the whole framework and the outputs of the dual paths
are linearly embedded as joint representations for different tasks of
artworks analysis. In the framework, a VGG-16 architecture [31] is
employed to capture the contents of visual arts, the performance
with respect to classification and feature extraction for nature im-
ages of this architecture has been proved by many research works.
Inspired by [14, 15], we profile the style of visual arts by adopting a
Gram matrix to the filter responses in certain layers of the VGG-16
network. There are many optimization methods that can be used
to conduct the learning process, for example, if using this frame-
work to do classification, one softmax layer can be added to the
top of the framework and using cross-entropy method to make the
framework learn appropriate weights. We use a triplet-based deep

ranking method [37] to learn these joint representations mainly for
adapting the retrieval task of our system. A ranking loss defined
on a set of triplet artwork samples is used as a surrogate loss to
solve the optimization problem that is caused by non-smooth and
multivariate ranking measures, and then the stochastic gradient
descent (SGD) with momentum can be used to optimize model’s
parameters.

To evaluate our framework, implement the system and facilitate
further research, we introduce the collected large-scale visual arts
dataset (Art500k) that contains detailed labels (artist, genre, place,
etc.). This dataset has three advantages over other digital artwork
datasets. (1) The dataset has over 500,000 digital artworks with
rich annotations, more than two times larger than the previous
largest digital artworks dataset. (2) There are a wide variety of
labels of digital artworks, apart from some general labels (e.g., artist,
genre, art movement), and some special labels (e.g., event, historical
figure, place) are included. (3) The dataset is well organized and
can be accessed publicly under the use of research propose. Further
researches related to visual arts will benefit from this dataset. One
visual arts retrieval and annotation system is also implemented
based on the presented framework and dataset. The experiment
results show the superiority of the framework and the effectiveness
of the dataset in terms of visual arts retrieval task and annotation
task.

The contributions of this paper include the following.

(1) Inspired by the concepts of art theory and the characteristics
of visual arts, a unified framework for learning the contents
and style of visual arts is proposed. The joint representa-
tions are learned by a triplet-based deep ranking method,
an efficient two-stage triplet sampling method is proposed
for sampling triplets from visual arts dataset. This work of-
fers insight into the possible connections between the art
community and deep learning techniques.

(2) We build a large-scale visual arts dataset (Art500k) of over
500,000 digital artworks, which is richly annotated by de-
tailed labels. To our best knowledge, it is the largest visual
arts dataset for research.

(3) We adopt our framework to two important real-world visual
arts analysis tasks: retrieval and annotation and through ex-
tensive experiments with our method as well as some other
baselines, we demonstrate the superiority of our framework.
A practical system is also implemented on the Internet, which
can provide tools for art lovers and experts and some ref-
erences for organizations that want to architecture similar
systems.

2 RELATEDWORK
In this section, we review some previous works related to digital art-
works analysis, visual arts datasets, deep ranking learning methods
and content-based retrieval systems. We choose important works
rather than perform a board survey.

The past tendency is to use some computer vision methods (e.g.,
SIFT [22], GIST [26] and 2-D MHMMs [21]) to model some low-
level features (e.g., color, texture), and those features can be used by
machine learning methods (e.g., SVM [9]). For example, previous
works [1, 4, 17, 18, 21, 24, 30, 33–35, 40, 41] utilized handcrafted

Session: Engagement 2 – Digital Society & Multimedia Art, 
Entertainment and Culture MM’17, October 23-27, 2017, Mountain View, CA, USA

1184



Table 1: The comparison of different visual arts datasets.

PrintART [5] Painting-91 [19] Rijksmuseum [25] VGG Paintings [10] Art500k
# of Visual Arts 998 4,266 112,039 18,523 554,198
# of Big Classes 75 2 4 1 10
Contain Special Classes (Yes/No) Yes No No No Yes
Public Availability (Yes/No) No No Yes Yes Yes
Contain Eastern Artworks (Yes/No) No No No No Yes

features according to some of those artistic concepts and appropri-
ate machine learning methods to achieve automatic analysis for
artworks annotation, retrieval and forgery detection. Despite the
success of these works, the drawbacks are obvious: the handcrafted
features are not flexible enough, it is also very hard to design a
good handcrafted feature for certain task. In recent years, learning
features from a large number of data has shown great promise by
taking advantage of deep neural networks (DNNs). As convolu-
tional neural networks (CNNs) [20] had great success on ImageNet
Large Scale Visual Recognition Competition (ILSVRC) [12], some
works [2, 10, 11, 27, 28, 36] used CNN-based methods to automati-
cally find objects in artworks, identifying artists of artworks and
performing artwork categorization. Promising results have been
got using CNN, however most of them do not incorporate charac-
teristics of visual arts as discussed in Section 1. Furthermore with
the development of computer vision or statistics methods being
used change fast. Proposing a unified framework associated with
some state-of-the-art techniques is essential.

A comparison of previous datasets [5, 10, 19, 25] and Art500k is
summarized in Table 1. In Table 1, Big classes means some class
annotations like artist, genre, pose and composition, which also
contains some subclasses; and Special classes refers to some un-
common Big classes annotations like composition, pose, event and
historical figure. From the summary in Table 1, Art500k has obvious
advantages over previous datasets.

Recently, there have been many feature learning methods in-
vestigated. Most of them [20, 31] require big data with labels and
some explicit objectives (e.g., category-based classification). For
artworks, there are so many big classes and overlaps between each
class, the scope of visual variability within the same class is usually
very large. Sometimes, we do not have very explicit objectives or
cannot define appropriate objective functions, and more flexible
learning methods should be used. Deep ranking models provide
such a flexible way for learning some powerful representations. Pre-
vious works [8, 16, 37] about a Siamese-based ranking network and
Triplet-based ranking network have achieved good performance
on different tasks, especially retrieval and verification tasks.

Although content-based image retrieval (CBIR) systems for na-
ture images databases have been studied extensively [32, 38, 39],
however researches related to visual arts retrieval is not many.
Traditional CBIR systems aim to locate some relevant images in a
database according to a query concept, this query concept is explicit,
for example, if the query image contains a dog, the system needs
to find all images that containing dog. Visual arts retrieval focuses
on another related but different topic, the criterion of results are
more complex than traditional CBIR system, for example, if the
query artwork contains a dog, the system not only needs to find

all visual arts containing dogs, but also consider the style of these
visual arts, because different styles can convey different emotions,
it is not good to return results just based on the contents. Previous
work [42] implemented an artwork retrieval system that fill the gap
by considering users’ preference profiles, however getting users’
preference profiles is impossible. Our system is implemented based
on the contents and style and can fill this gap and provide good
experiences for users.

3 THE ART500K DATASET
We construct Art500k, a large visual arts dataset to facilitate the
research in both art community and computer science community.
Currently, the Art500k contains 554,198 images of visual arts, which
is more than two times larger than the previous largest digital
artworks dataset. The images of visual arts are labeled with a wide
range of categories in the art domain, there are ten big classes
in Art500k: origin, artist, art movement, genre, media, technique,
school and three uncommon classes: event, place and history figure,
some examples are shown in Figure 6. Some statistical results of
top-10 classes in Artist, Genre, Medium, History Figure and Event
are shown in Figure 7. From the comparison items summarized
in Table 1, we see that Art500k surpasses the existing datasets in
terms of scale, richness of annotations, as well as availability.

3.1 Data Collection
The images of visual arts were mainly scraped from four websites:
WikiArt3, Web Gallery of Art4, Rijks Museum5 and Google Arts
& Culture6. All download images are low resolution copies of the
original artwork and are unsuitable for commercial use and fol-
low the copyright term7. Other small number of images of visual
arts are collected from Google Search Engine. All websites are pro-
cessed through a pipeline that download information through API
or extracted relevant text from the raw HTML, downloaded linked
images, and insert the data into MySQL database in which each
datum was uniquely identified.

3.2 Data Preparation
After finishing collecting all data from the website, we conduct
data cleaning, missing labels completing and easy accessing on the
dataset. We encode all images of visual arts by the MD5 hashing

3https://www.wikiart.org
4http://www.wga.hu
5https://www.rijksmuseum.nl
6https://www.google.com
7The copyright term is based on authors’ deaths according to U.S. Copyright Law, that
is 70 years.
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Figure 2: The architecture of DeepArt framework. It contains dual paths that can extract style feature and content feature
respectively. The five convolutional blocks in the network are the same as VGG-16 [31]. Meaningful weights of the framework
can be learned via appropriate learning methods. The number shown on the top of an arrow is the size of the output feature.

method, and remove digital artworks that have repeated MD5 hash-
ing. The missing labels will be completed by program automatically.
The logical is described as below: Firstly, the collected images usu-
ally have multiple labels (title, artist, art movement, etc.), if the title
is not missing, we will search title in Google Search Engine, for
example the Impression, Sunrise, then we can get the Wiki page8 of
visual art, we can complete other labels by extracting information
from this page. If title is not available, we will search this image by
Google Image Engine, then extracting fully-connected layer feature
for the first image of the result to check if it has above 90% simi-
larity with the query image, if they are the same image, utilizing
the pages that we got from the results to complete other labels. To
make the dataset easier to access, we format the data list to .csv
files, .sql files, .txt files, etc.

4 DEEPART FRAMEWORK
Our goal is to design a unified framework that can learn joint rep-
resentations containing both the contents and style of visual arts
from a large number of digital artworks with multi-labels. The ar-
chitecture of framework is shown in Figure 2, which is constructed
by dual feature extraction paths. Each input digital artwork goes
through the dual paths: the top network for extracting style infor-
mation and the bottom network for extracting content information.
The outputs of two paths are linearly embedded for generating
the joint representations. This framework is very flexible, because
the performance of joint representations can be improved with the
development of computer vision or machine learning techniques,
the content feature extraction method and style feature extraction
method can be replaced by state-of-the-art methods easily.

4.1 Content Representation
The content representations presented here are generated on the
basis of a VGG-16 network [31]. We directly use all five convolu-
tional blocks of this network and change the dimension of two
fully-connected layers from 4,096 to 2,048 (see the bottom path in

8https://en.wikipedia.org/wiki/Impression,_Sunrise

Figure 3: Triplet-based deep ranking model. It contains
three same DeepArts (architecture is shown in Figure 2) that
shared weights with each other. Given some triplet training
samples, we get features from the last layer of DeepArt by
forward propagation and compute the ranking loss.

Figure 2). This network was trained to perform classification and
object recognition—more details can be found in work [31]. When
the network is trained to do object recognition, a representation of
the image that makes the object information increasingly explicit
with the deepening of the hierarchy can be obtained. After the
fully-connected layer has learned the non-linear combinations of
features from previous layers, the output representations capture
the high-level content information. Therefore, the input image will
be encoded to a feature representation that is very sensitive to the
content or object of the image. For the above reasons, we refer
to the output of the second fully-connected layer as the content
representation.

4.2 Style Representation
As discussed in last Section 4.1, the representation directly extracted
by the deep neural network can capture content features well, but it
cannot handle the style information of artworks, which plays a key

Session: Engagement 2 – Digital Society & Multimedia Art, 
Entertainment and Culture MM’17, October 23-27, 2017, Mountain View, CA, USA

1186



role in digital artworks analysis tasks. Inspired by [14, 15], a feature
space that can represent the style of visual arts can be built on the
top of the filter response in certain layers of CNN. Here, we adopt
a Gram matrix kernel to filter maps of the first convolutional layer
in the fifth convolutional block to construct a feature space (see the
top path in Figure 2). The output of the Gram matrix contains the
correlations between these filter maps, which can capture the style
feature of visual arts well, but for nature images, the result is not
significant. The Gram matrix Gl ∈ RNl×Nl in layer l is defined by
Eq. (1), where F l are the filter maps in layer l and F lik is the value
in the kth position of the flattened ith filter map.

Gl
i j =
∑
k

F likF
l
jk (1)

The output size of the Gram matrix is 512 × 512, which is a sym-
metrical matrix, therefore we choose the independent values from
the symmetrical matrix and flatten the matrix to a vector. The di-
mension of this vector becomes 13, 1328 (512 × 513/2), and then
principal component analysis (PCA) is used to reduce the dimension
of this vector. We tested some dimensions (e.g., 256, 512, 1024) of
the vector, by the tradeoff between the representation performance
and the computational efficiency, we choose the 2048-dimension
output feature vector.

4.3 Joint Embedding
As it is expected, we get two output features from the dual paths
that can represent the content and style of visual arts. The embed-
ded methods can also be investigated in terms of unequal weights
embedding, non-linearly embedding, etc. Here, we embedded the
two output features equal weights and linearly, the final output
joint representation is the normalized embedded feature. The out-
put joint representations can be used to do different automatic
digital artworks analysis tasks. The embedding feature visualiza-
tion is shown in Figure 4, and we can find that those relevant digital
artworks are close to each other.

5 LEARNING VIA VISUAL ARTS
We have introduced the architecture of DeepArt framework, given
the reasons that learned features are better than handcrafted fea-
tures, and explained the flexibility of using triplet-based deep rank-
ing method to do learning. In this section, we will introduce how to
adopt the triplet-based deep ranking method for our goal and the
reliable two-stage triplet sampling method for visual arts dataset.

5.1 Triplet Network
The architecture of the triplet network is shown in Figure 3, which
takes triplet samples as the input. The triplet samples contain one
anchor sample, one positive sample and one negative sample, which
are feed into three of the same subnetworks. The architecture is
same as previous works [16, 37], we replace the subnetworks with
the DeepArt architecture. The three subnetworks share the same
weights and architectures. A ranking layer is built on the top of the
three subnetworks, which is in charge of computing the ranking
loss of the triplet samples. By forward pass, the distance between
triplet samples can be evaluated, and by backward pass, the gradi-
ents are propagated to lower layers, where a lower layer can adjust

Figure 4: A t-SNE [23] visualization demo. We pick parts
of images in the Art500k dataset and encode them by the
DeepArt framework, then mapping the joint representa-
tions to two dimensions feature space by t-SNE.

Figure 5: The illustration of calculating relevance. Based on
Eq. (5) and the threshold the relevance of (a) and (b) is 4, the
relevance of (a) and (c) is 2.

the weights to minimize the ranking loss. By using this kind of
learning method, the weights in DeepArt can be learned, there-
fore the joint representations that are extracted from DeepArt can
capture meaningful information.

5.2 Ranking Loss Optimization
For a set of visual arts P, one anchor sample xai , one positive
sample xpi and one negative sample xni can format a triplet sample
ti = (xai ,x

p
i ,x

n
i ), where xi ∈ P. After the forward pass, those

triplet samples are mapped by f (.) to a new feature space. We use
cosine similarityD (., .) as the distance in this new feature space. We
want to train the network to find f (.) that can make the distance
between the anchor sample and negative sample much larger than
the distance between the anchor sample and positive sample, which
is defined in Eq. (2):

D ( f (xai ), f (x
n
i )) > D ( f (xai ), f (x

p
i )) (2)
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Figure 6: Examples of visual arts categories in the Art500k dataset.

Figure 7: The number of top-10 classes in each category. (a), (b) and (c) are Genre, Artist and Medium respectively, which are
very general categories in all datasets. The Art500K dataset also contains some uncommon categories (d) history figure, and
(e) event that other datasets usually do not contain.

In order to achieve this goal, we employ hinge loss as the ranking
loss function, which is defined in Eq. (3):

l (xai ,x
p
i ,x

n
i ) = max {0,m + D ( f (xai ), f (x

p
i )) − D ( f (xai ), f (x

n
i ))}
(3)

wherem is a margin between two distances. To minimize this loss
function, which is defined by Eq. (4):

min
W

λ ∥W ∥22 +
∑
i
max {0,m + D ( f (xai ), f (x

p
i )) − D ( f (xai ), f (x

n
i ))}

(4)
We can obtain the optimal weights W ∗ of f (.), which also rep-
resents the subnetworks. In Eq. (4), to avoid overfitting, we add
a L2 regularization to the loss function. In the subnetworks, the
dropout value is set to 0.5; in loss function weight decay λ is set
to 5 × 104; marginm is set to 0.6; during the stochastic gradient
descent process, the learning rate is set to 0.01; the decay is set to
10−6; and the momentum is set to 0.9. The architecture of DeepArt

and triplet-based deep ranking learning model are implemented in
Keras [7].

5.3 Two-Stage Triplet Sampling
For training a triplet network, it is crucial to select triplet samples.
The number of triplet samples increases cubically with the coming
of digital artworks. For example, if you have two categories and each
category contains 100 samples, you can still get 106 combinations.
It is impossible to enumerate all triplet samples and some samples
are not helpful for minimizing the loss, therefore a more efficient
method should be employed in this task. In this work, we divide
the process of sampling triplet samples from our large-scale visual
arts dataset into two stages. The first stage is called fast sampling,
as the triplet samples can be sampled very quickly based on the
categories they belong to. We select four categories—Artist (1,000
classes), Art Movement (55 classes), Genre (42 classes) and Medium
(112 classes) to evaluate the relevance of each digital artwork. For
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example, artist class contains some labels like Baade Knud, Baba
Corneliu and van Gogh Vincent; art movement class contains some
labels like impressionism, post impressionism and realism; genre class
contains some labels like history painting, portrait and landscape;
medium class contains some labels like oil, wash and pen. We define
the relevance r by the overlapping of the classes (C1,C2,C3,C4) of
the four categories:

ri, j = {C
1
i ,C

2
i ,C

3
i ,C

4
i } ∩ {C

1
j ,C

2
j ,C

3
j ,C

4
j } (5)

where i and j mean the ith and jth digital artworks. As illustrated in
Figure 5, if

∑
r > 2, two digital artworks will be regarded as relevent.

The second stage is called hard sampling, the sampled relevant
triplet samples will be evaluated by cosine similarity. Extracting
fc7 features from those relevant samples by a pre-trained VGG-16
network, and then calculating the similarity between them. The
top ten similar samples will be retained. After 20 epochs of training
using samples that are sampled by stage one, samples generated in
stage two will be used for the rest of the training.

6 EXPERIMENTS
In this section, we evaluate the proposed joint representations on
Art500k, and the evaluation metrics, the competing methods, the
competing architectures and the results that we obtained in both
retrieval task and annotation task will be reported.

6.1 Evaluation Methods
6.1.1 Metrics. After finishing the two-stage triplet sampling,

the relevant relationships between each digital artwork are deter-
mined according to the Eq. (5) and the threshold. For the retrieval
task, we use cosine similarity to find the nearest neighborhoods
of the query image, and then based on the nearest neighborhoods
and the relevant relationships, we can calculate the Precision at
rank k (Pre@k) and the normalized discounted cumulative gain
(nDCG) to evaluate the performance of our method. Considering
the real scenarios in life, when we are using the artworks retrieval
application, we usually focus on the top 60 results. In this paper,
the max k is set to 60. For annotation task, we compute the top-1
and top-3 classification accuracy by comparing the annotated label
with the true annotations of digital artworks. We select 5 impor-
tant categories to evaluate the annotation performance using the
joint representations. The 5 categories are Origin (West/East), Art
Movement (55 classes), Artist (1000 classes), Genre (42 classes) and
Medium (112 classes).

6.1.2 Competing Methods. We compare the joint representa-
tions with hand-craft visual features and learned visual features. For
each hand-crafted feature and learned features, we report its perfor-
mance using its best experimental settings. The hand-craft features
are Color visual features (generate using LAB histogram), GIST vi-
sual features [26], SIFT-like visual features [22] and SIFT-like Fisher
visual features [29]. The learned features are these features that are
extracted from the fully-connected layer of the convolutional neu-
ral network. In this paper, we select the VGG-16 with the ImageNet
pre-trained weights as the baseline neural network, the output
fully-connected layer feature is named fc7 (ImageNet). Then we
use the triplet samples and the triplet training method to fine-tune

Figure 8: The average precision at k of differentmethods un-
der comparison.

Table 2: The performance of different methods in a retrieval
task

Methods Pre@60 (%) AP@60 (%) nDCG
Color 56.7 41.7 0.778
GIST [26] 61.7 45.3 0.779
SIFT [22] 63.3 47.9 0.804
Fisher [29] 70.0 52.9 0.823
fc7 (ImageNet) 81.7 71.5 0.893
fc7 (Triplet) 83.3 72.6 0.901
Joint emb. (Random Style) 63.3 47.5 0.803
Single Style Path 85.0 78.2 0.933
Joint emb. 90.0 88.9 0.970

the VGG-16 network based on the ImageNet pre-trained weights,
the output fully-connected layer feature is named fc7 (Triplet).

6.1.3 Competing Architectures. We compare two structures that
all based on the VGG-16 network architecture. The first structure is
that we just using the style feature extraction path in the DeepArt,
not including the content features. We train this single style path
network by triplet ranking method. The second architecture is same
as the DeepArt architecture, but the weights of the style path are
assigned randomly and set to non-trainable, we named it as Joint
emb. (Random Style).

6.2 Retrieval Task
The Table 2 and Figure 8 summarizes the performance of differ-
ent methods in a visual arts retrieval task. We can see that these
hand-craft features without learning does not perform very well.
For these learned visual features, the features are extracted from
the network that have been trained using our triplet samples per-
form better than the features that are extracted from the ImageNet
pre-trained network. We find that the architecture of single style
path can perform better performance than traditional CNN archi-
tecture, it is because for visual arts retrieval, style features are more
sensitive than the content features. For the Joint emb. (Random
Style) architecture, we can find that the performance is not well, it
means that the style feature path plays a key role in generating the
joint representations. The joint representations that are extracted
from the DeepArt perform the best in terms of average precision
and the normalized discounted cumulative gain. It cannot only find
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Table 3: The performance of different features in the annotation task

Methods Origin Art Movement Genre Artist Medium
Top-1 (%) Top-1 (%) Top-3 (%) Top-1 (%) Top-3 (%) Top-1 (%) Top-3 (%) Top-1 (%) Top-3 (%)

Color 91.5 5.1 10.1 9.2 14.5 3.4 9.5 7.3 13.2
GIST [26] 82.3 10.5 16.5 12.4 19.2 6.7 10.5 11.3 19.6
SIFT [22] 90.1 10.7 22.1 15.2 19.6 9.6 13.4 12.5 21.3
Fisher [29] 93.2 20.1 25.5 21.3 30.1 14.6 19.3 27.4 35.5
fc7 (Triplet) 98.1 37.2 45.4 38.9 45.2 20.5 27.8 40.0 55.2
Joint emb. 99.3 39.2 47.3 39.2 50.0 30.2 39.1 53.5 60.0

Figure 9: The illustration of the DeepArt retrieval and anno-
tation system. Users can upload one digital artwork or take
a photo via (a) and the results will be shown in (b).

more relevant results than other features but also rank the most
relevant results in the front of the ranking list. This is because the
generated joint representations consider both the content features
and the style features of one visual art.

6.3 Annotation Task
The Table 3 summarizes the performance of different methods in
a visual arts annotation task. As mentioned in Section 6.1.1, we
select 5 categories to evaluate the artworks annotation performance.
Firstly, we encode all images in each category using the joint rep-
resentations, and secondly we train a multi-class SVM to predict
the class labels of artworks. The performance of all these features
are not very well, one reason is that we do not train the frame-
work based on category-based objective function, we only use the
network to extract the joint features. We can still find that the
style feature provides extra gain for representing visual arts. One
possible way to improve is to fine-tune the DeepArt based on the
category-based objective function.

7 REAL-WORLD SYSTEM
We found that on the Internet there are so many content-based
image search engines like Google Images9, TinEye10, but no art
domain content-based search engine. Art related content-based
search engine is useful because it does not have any language bar-
riers, users just need to upload one visual art. It is more consistent
for users to use, because the visual information is hard to describe

9https://images.google.com
10https://www.tineye.com

using words. Museums, galleries and schools all need this kind of
system to do exhibition, selling or education.

Based on the DeeArt framework and the Art500k dataset, a visual
arts retrieval and annotation system, namely DeepArt Search is
implemented on the Internet, which is shown in Figure 9. Users
can upload the query visual arts via the web page or take a picture
via their phones, as shown in Figure 9 (a), and then the uploaded
image will be encoded by the DeepArt framework, the joint repre-
sentations will be passed to the computing server. The joint repre-
sentations are used to find the nearest neighborhoods and predict
the categories of the query image on the server, then the results
will be shown on the result page, from where users can get some
useful information, as shown in Figure 9 (b), you can find that the
annotation results of the query image are listed and users can filter
the results by visual similarity or categories. The data preparation
model is running on the server, duplicate images can be removed.
We also train a Siamese network [8] using a large-scale of digi-
tal artworks and non-artworks images to verify if the collected or
uploaded image is digital artworks, the performance is satisfactory.

8 CONCLUSION
This paper presents a unified framework, namely DeepArt, to learn
joint representations that can simultaneously capture content fea-
ture and style feature of visual arts. One important advantage of
this framework is that it is very flexible, the performance of joint
representations can be improved with the development of computer
vision or machine learning techniques. To boost the research in
the art community and computer science, we contribute a large-
scale visual arts dataset—Art500k with comprehensive annotations.
By conducting different experiments on the large-scale visual arts
dataset, we show the powerful of the joint representations and the
usefulness of the Art500k dataset. We also propose an efficient two-
stage triplet sampling method that enable us to learn the DeepArt
framework from very large amount of training data. A real-world
system based on the DeepArt framework and the Art500k dataset
is implemented, providing art lovers and art experts with power
tools, improving the online exploration experiences. This work also
offers insight into the possible connection between the art domain
and deep learning techniques.
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