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ABSTRACT
Video surveillance enabled by Internet of �ings (IoT) devices, such
as smart cameras, has become a popular set of applications recently
with the trend of adopting IoT in multimedia signal processing and
smart home use cases. Despite its intelligence and convenience,
the video motion detection module deployed on the IoT devices
poses security challenges due to the sensitive nature of the cap-
tured surveillance video and the motion detection operation. In
this paper, we investigate the security vulnerabilities of IoT video
surveillance from the hardware system point of view. We �rst
develop a proof-of-concept prototype demonstrating video replay
a�acks, in which the compromised surveillance device hides the
chosen suspicious motion by overwriting the corresponding frames
with pre-recorded normal frames under the control of the a�acker.
To address the security concerns, we develop a hardware-based
IoT security framework that creates a trusted execution environ-
ment and physically isolates the security sensitive components,
such as the motion detection module, from the rest of the system.
We implement the security framework on an ARM system on chip
(SoC). Our evaluations on the real hardware reveal superior security
and low performance/power overhead in IoT video surveillance
applications.

1 INTRODUCTION
Smart surveillance cameras, such as Nest Cam [3] and Ring video
doorbell [4], have gained great popularities recently with the rapidly
growing trend of deploying IoT devices in smart home environ-
ments. Di�erent from the traditional surveillance �ow of video
capture, delivery, and playback, the Internet of �ings (IoT) surveil-
lance camera is “smart” in that it can process the captured raw
video and, in particular, automatically detect the moving objects in
the video. Such a motion detection feature can save a large amount
of network bandwidth by delivering only the video with motion
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(i.e., containing suspicious behavior) or simply an alert to the re-
ceiver’s end. Also, it signi�cantly reduces the required manpower
in security surveillance, as the camera can automatically report
security incidents based on motion.

While conducting the capture and processing of the surveillance
video, the security and privacy of the smart camera become critical.
First, the subject under surveillance is typically a private residence,
which is privacy sensitive. Second, the video is used for security
surveillance, where the a�ackers have a natural incentive to com-
promise the system component that handles video processing, such
as the motion detection module, in order to bypass the security
screening. In both cases, the key algorithms and libraries deployed
on the smart camera must be well protected to prevent security
or privacy breaches. Furthermore, as a time sensitive application,
video surveillance requires near real-time speed and latency in
the video processing and delivery, which is challenging due to the
computational complexity involved.

�e general state-of-the-art solution to address the video security
and privacy challenges is to encrypt the video content throughout
the entire video pipeline, which has been widely adopted in enter-
tainment video streaming [31][32][34]. However, we observe that
the encryption-based security mechanism does not apply to the
protection of IoT surveillance videos. In particular, the a�ackers
are able to issue replay a�acks that pre-record non-motion video
frames to replace the ones with motion and thus bypass the video
surveillance. To the best of our knowledge, there has been neither
investigations nor solutions towards this security aspect of IoT
video surveillance.

In this paper, we �rst develop a smart video surveillance proto-
type for the purpose of security analysis and development using a
programmable system on chip (SoC). On the SoC, we develop a mo-
tion detection module using a simpli�ed Gaussian mixture model
(GMM) based algorithm, which is deployed in the programmable
logic part of the SoC representing a third-party video intellectual
property (IP) core. �en, on top of the video surveillance proto-
type, we develop a proof-of-concept threat model demonstrating
video replay a�acks, in which a malicious so�ware compromises
the surveillance IoT device by hiding the chosen motions via over-
writing the motion frames with pre-recorded normal frames. In
this way, the a�acker is able to gain full control over the motion
detection module of the surveillance system and manipulate the
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motion-based alerts, which compromises the security of the surveil-
lance application.

To address the security concerns, we develop a hardware-based
IoT security framework that creates a trusted execution environ-
ment and physically isolates the security sensitive components,
such as the motion detection module, from the rest of the system.
We implement the security framework leveraging the TrustZone
technology [1] provided by the ARM processor, which is the most
popular embedded processor used in mobile and IoT devices. Our
evaluation on an ARM SoC proves the enhanced security and the
minimum performance overhead brought by the proposed multi-
media IoT security framework.

To summarize, our technical contributions in this paper include
the following:

• We develop a surveillance video prototype using hardware
motion detection on a programmable SoC;

• We showcase a replay threat model targeting the motion
detection module in IoT video surveillance; and

• We develop a hardware isolation-based security framework
that isolates the security sensitive video pipeline from the
a�acks and introduces minimum performance and power
overhead.

To the best of our knowledge, our work is the �rst investigating the
security of IoT video surveillance from the hardware system point
of view. By presenting this work we aim to motivate a new thread
of research leveraging hardware-based techniques to address IoT
multimedia security challenges.

�e remainder of the paper is organized as follows. In Section
2, we introduce the prototype video surveillance system that we
develop in the lab environment for security analysis. Section 3
focuses on the potential threat model we study in this work, namely
the replay a�ack. Based on the threat model, in Section 4, we
introduce our hardware isolation-based security framework that
serves as an e�ective countermeasure for the proposed replay a�ack.
Section 5 presents our experimental results for both the threat
model and the countermeasure. Section 6 summarizes the closely
related prior work. Section 7 discusses additional threat models we
identi�ed upon accomplishing this work, which motivate our future
work on IoT multimedia security. Finally, Section 8 concludes the
paper.

2 SURVEILLANCE VIDEO SYSTEM ON CHIP
We develop a prototype of IoT surveillance video system on a pro-
grammable SoC in order to investigate the threat models and coun-
termeasures in our lab environment. In this section, we introduce
the overall system architecture of the prototype system, as well as
the detailed design of the motion detection module, which is the
target of the security analysis and development.

2.1 System Architecture
Our prototype system is built on a small embedded SoC represent-
ing a commonly used IoT device, as shown in Figure 1. �e core
component of the video surveillance system is a Xilinx Zynq SoC
ZC702, which obtains the source surveillance video from the laptop
computer (i.e., emulating a secure camera), processes the video for

motion detection, and outputs the motion detection results to the
monitor (i.e., emulating a security alert of objects in motion).

Figure 1: Hardware setup of the surveillance video system.

Figure 2 illustrates the detailed internal architecture and work-
�ow of the SoC, which consists of two major system components,
namely the processing system (PS) and the programmable logic
(PL). �e PS is driven by the application processor (e.g., the ARM
processor) and involves user applications based on general purpose
computing conducted by the CPU. �e PL involves programmable
hardware components (e.g., FPGA) and other peripheral devices
aiming to accelerate domain speci�c computations, such as video
processing. In the prototype of video surveillance, we deploy the
motion detection module in the PL part to gain superior perfor-
mance from hardware acceleration. �e PS and the PL are connected
by the AXI interconnect, which can manage the communications
between the two components.

With the aforementioned system architecture, our motion detection-
based video surveillance work�ow is the following. First, the HDMI
input module obtains the input video data from the video source
and decodes it into the YCrCb format, which is stored in the DDR
memory through video direct memory access (VDMA). �en, the
motion detection module loads the video data from the DDR mem-
ory and conducts motion detection operations (discussed in details
in Section 2.2). Finally, the motion detection module generates
black and white output frames as the results, in which the motion
part is labeled as white and the non-motion part is labeled as black.

Figure 2: Work�ow of the surveillance video system.
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2.2 Motion Detection Algorithm
In this subsection, we discuss the details of our motion detection
algorithm that is deployed in the motion detection module in the
PL part of the SoC. �e technical objective of motion detection is
to di�erentiate the foreground and background in the video and
detect the motion in the foreground. A straightforward idea to
achieve this goal is to subtract a frame from its preceding frame.
�e subtraction results would contain zeros and non-zeros, which
represent the static background and the objects in motion, respec-
tively. Such an algorithm is simple and fast, as the only required
computation is the subtraction of two frames. �erefore, it is very
easy to achieve real-time performance with this algorithm, even if
there is no hardware acceleration. However, the algorithm assumes
that the background of the video is always static, while in most
use cases the luminance of the surroundings is varying all the time
considering the environmental factors like wind, cloud, rain, and
the position of the sun. Consequently, the accuracy of the algorithm
cannot be guaranteed. In order to achieve a be�er accuracy, the
“preceding frame” should be updated regularly and, at the same
time, it should not include the foreground objects in motion.

To address the aforementioned accuracy problem, researchers
have proposed Gaussian Mixture Model (GMM) based approach
[29]. �e key observation in GMM is that the pixel values in the
background o�en �t in a Gaussian distribution. In a more com-
plicated environment, multiple Gaussian models can be adopted
to present the background and thus the name Gaussian Mixture
Model. As presented in Figure 3, the probability of a given pixel
belonging to the background can be calculated using the Gaussian
models (i.e., variations of the pixel values in the background). Note
that the Gaussian models are dynamic and can be updated using
the detection results in the real time.

Figure 3: Gaussian mixture model and our simpli�ed model
for motion detection (FG - Foreground; BG - Background).

�e GMM-based algorithm has very good accuracy and is less
in�uenced by the surrounding luminance variance. However, there
are two challenges in applying the GMM algorithm in the video
surveillance scenario. First, the complexity of computation is huge
since the algorithm must calculate the value of the Gaussian func-
tion for each pixel in a frame. Second, the algorithm needs relatively

large memory space to store a GMM for each pixel. �erefore, a bal-
anced algorithm is required for embedded systems that are resource
constrained.

In our prototype system, as shown in Figure 3, we develop a
simpli�ed mixture model algorithm where we replace the Gaussian
model with a center value and a threshold, which is illustrated
below the x-axis. Given a pixel, we subtract it from the center value
and compare the results with the threshold to determine if the pixel
belongs to the background. As a result, our algorithm does not
require the Gaussian models and thus stores fewer parameters. Fur-
thermore, we implement the motion detection algorithm in the PL
part of the SoC, which further bene�ts from the performance accel-
eration brought by the FPGA. All these design and implementation
strategies combined ensure the superior performance of the motion
detection module for the real-time video surveillance application.

3 THREAT MODEL: REPLAY ATTACK
�e video surveillance system is typically deployed as an IoT smart
camera, which helps monitor a security sensitive area, such as
private residence. �e smart camera is capable of monitoring the
video of the area under surveillance for suspicious motion and
generating a security alert if there is any detected. However, being
deployed as an IoT device connected to the Internet, the smart
camera is vulnerable to security a�acks, as the a�ackers have the
incentive to either steal the video stream (i.e., breaking privacy)
or falsify the motion data to hide the malicious behavior under
surveillance from being captured.

In this paper, we focus on the data falsifying threat and, in par-
ticular, replay a�ack where the compromised camera pre-records
non-motion frames to overwrite the frames with motion. In this
section, we show that such a replay a�ack can be implemented in
the form of a malicious so�ware embedded in the PS part of the
SoC, which can compromise the entire video surveillance system.
Figure 4 shows the overall architecture of the replay a�ack in which
the malware has the ability to compromise the DDR memory that
hosts the output video frames and thus issue the replay a�ack.

Figure 4: System architecture of the replay attack targeting
the surveillance video system.

In particular, the adversary a�empts to compromise the so�ware
portion (i.e., the PS) of the video surveillance system in order to
overwrite the motion frames. Figure 5 describes the so�ware a�ack
�ow, which includes �ve steps.
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Figure 5: So�ware attack work�ow.

Step 1: Frame Bu�er Address Inference. �e very �rst step of
the so�ware a�ack is to infer the bu�er address in the memory
that hosts the sensitive output frames. An a�acker can leverage the
ARM compiler to disassemble the video system �rmware and infer
the key application parameters. Table 1 shows a fraction of the
disassembled code in the main function of the so�ware. We observe
that there are two memory addresses that appear to indicate video
bu�ers, as shown at lines #103060 and #103070. �e a�acker can
track these candidate addresses to locate the output video frame
bu�er.

Table 1: Sample of disassembled �rmware for the prototype
surveillance video system.

103054: e583200c str r2, [r3, #12]
103058: e3003040 movw r3, #64 ;0x40
10305c: e3403011 movt r3, #17
103060: e3a02201 mov r2, #268435456 ;0x10000000
103064: e5832010 str r2, [r3, #16]
103068: e3003040 movw r3, #64 ;0x40
10306c: e3403011 movt r3, #17
103070: e3a02202 mov r2, #536870912 ;0x20000000
103074: e5832018 str r2, [r3, #24]
103078: e3003040 movw r3, #64 ;0x40

Step2: Malware Insertion. With the information from Step 1, the
a�acker can insert a malware into the so�ware application, either
by compromising the so�ware update process or remotely hacking
the connected device. �e inserted malware is aware of the inferred
frame bu�er address and the VDMA address. �erefore, it has the
ability to overwrite the original output frames.

Step 3: Non-motion Frame Recording. A�er the malware is
inserted into the system, it starts to monitor the status of the video
processing pipeline. In particular, the malware examines each out-
put frame and intentionally records those that have no motion
into a certain memory space. �ese non-motion frames are used in
the replay a�ack to overwrite and hide the identi�ed motion frames.

Step 4: Malware Activation. �e a�acker has full control over
the malware and can choose to activate it only when it is necessary
to hide the suspicious behavior, while the whole system behaves
normal most of the time to bypass security checks. In particular,
the activation condition could be a timestamp under the a�acker’s
control or a speci�c pixel pa�ern in the input video frame. In our
work, we design a time-triggered malware, which is activated at a
certain time chosen by the a�acker.

Step 5: Motion Frame Replacement. Once the malware is acti-
vated, as shown in Figure 4, it issues the replay a�ack by copying

the pre-recorded non-motion frames to the output frame bu�er
in a random manner. �e randomness in the replay ensures that
the output video does not represent any noticeable pa�ern in the
background, which can be hidden in random noises that naturally
exist in the surveillance video. �erefore, the replayed frames can
be hardly distinguished from the normal non-motion scenario.

4 COUNTERMEASURE
In this section, we discuss our new countermeasures to defend
against the aforementioned replay a�acks on IoT video surveil-
lance systems. Our key idea is to employ a hardware isolation
primitive that physically isolates the sensitive hardware and so�-
ware resources from security compromises. By presenting the
countermeasure, we aim to close the loop for the replay threats in
IoT video surveillance systems.

To address the so�ware replay a�ack, we must protect both the
DDR memory and the peripheral hardware modules such as the
VDMA, so that the malicious so�ware embedded by the a�acker
cannot compromise these critical system components and issue
the replay a�ack. �e basic principle of defense in this case is that
trusted so�ware should be authorized to con�gure and access the
PL, while the untrusted so�ware should not gain access.

To realize the aforementioned principle, we develop a hardware
isolation framework based on ARM TrustZone [1][38], as shown
in Figure 6. �e hardware isolation primitive partitions all the
hardware and so�ware modules on the SoC into two isolated envi-
ronments, namely the secure world and the non-secure world. It
ensures that the Non-secure World does not have access to the se-
cure world, as the two worlds are physically isolated at the physical
bus level, and the access is strictly managed by the ARM processor.
For example, in order to access the function or data in the secure
world, a normal world application must conduct a secure monitor
call (SMC) [1] to switch the context from the normal world to the
secure world. In the video surveillance prototype, we place the
following system components in the secure world by se�ing a non-
secure (NS) bit to 0: (1) the critical components in the PL part of the
SoC, including the motion detection module, the VDMA module,
and the HDMI IN/OUT interfaces; and (2) a small secure agent (i.e.,
a so�ware application) in the PS part of the SoC, which can be
employed with access control policies to block illegal accesses to
the secure world. �e untrusted so�ware (e.g., the malware) in the
PS is deployed in the non-secure world by se�ing the NS bit to 1.
In addition, the DDR memory is also split into the two worlds.

Furthermore, Figure 7 shows the underlying hardware architec-
ture of the system realization, which enforces hardware isolation
and security. We employ the NS bit at the AMBA bus port, where
“NS=1” represents a “non-secure” property, and “NS=0” represents
a “secure” property. �en, the AXI Interconnect blocks the access
from the normal world under the condition that the NS is set to 0
and the “secure enable” property is set to 1. In the video surveil-
lance system, we set the NS bit at the AMBA Bus Port to be 0 (i.e.,
AWPROT[1] for writing and ARPROT[1] for reading) and the “se-
cure enable” to be 1 at the AXI Interconnect, which combined will
block the access from the malicious app to the PL components.
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Figure 6: Hardware isolation framework.

Figure 7: ARM TrustZone con�guration to block malicious
accesses to the PL.

As a result, in our surveillance video system, even if the a�acker
embeds a malware, it has to be a separate application in the nor-
mal world and viewed by the system as non-secure. �e malware
does not have the authorization to con�gure the VDMA module or
overwrite the frame bu�ers that belong to the secure world, and
thus it cannot accomplish the “Motion Frame Replacement” step in
the so�ware a�ack �ow presented in Figure 5.

5 EXPERIMENTAL RESULTS
In this section, we evaluate both the replay threat model and the
hardware isolation-based countermeasure on the video surveillance
prototype.

5.1 Replay Attack
We conduct the following two types of evaluations for the per-
formance of the proposed replay a�ack. (1) the e�ectiveness of
the a�ack, i.e., whether it can compromise the motion detection
module and output the modi�ed video surveillance results; and

(2) Di�culty of mitigation, i.e., whether the a�ack can bypass the
existing commonly used security measures.

5.1.1 E�ectiveness of the Replay A�ack. Figure 8(a) demonstrates
the surveillance video system without any a�acks. �e surveillance
video is played on the laptop computer and fed into the motion
detection hardware. �en, the motion detection result is delivered
to the monitor for display. �e white object in the output video
represents objects in motion, while the black area represents the
background. Because of the random noises in the background, such
as waving trees and falling leaves, there may be some random white
spots shown in the output video. Once there is a car or a pedestrian
passing by, the monitor screen will display a white block with the
same shape of the object in motion and at the same position in the
video.

Once there is a malware involved in this system, it may store
the frames without motion and replay them randomly to mask the
motion in the video. As shown in Figure 8(b), there is only random
noise shown on the screen despite the presence of motion in the
input video. In this case, the tiny di�erence of the output video from
the motion-free video is hardly noticeable, indicating a successfully
issued replay a�ack.

5.1.2 Di�iculty of Mitigation. �ere are several security mech-
anisms that are typically adopted to protect embedded systems,
including encryption, so�ware virtualization, and external hard-
ware security modules. In this subsection, we discuss how the
replay a�ack could bypass these state-of-the-art solutions.

Encryption is the most commonly used data protection method,
especially for video content, as the commercially deployed video
digital rights management mechanisms today are based on encryp-
tion [31][32][34]. With encryption, the data is only exposed to the
party that holds the decryption key, which could prevent privacy
breaches caused by stealing the sensitive video frames. However,
it does not address the security concerns caused by replay a�acks,
since the a�acker can still replace the video frames even if they are
encrypted.

So�wareVirtualization is a popular security scheme that lever-
ages hypervisor and memory management unit (MMU) to manage
the access to DDR memory [19][27][18]. However, the replay a�ack
can leverage VDMA to directly access the DDR memory without
being blocked by the hypervisor or MMU.

Hardware Security Modules (HSMs), such as trusted plat-
form module (TPM) [25][40][22], leverage a secure hardware chip
to store the sensitive data, such as security keys. �is mechanism
is usually used for authorization and remote a�estation. In the
replay threat, the malware is an “insider” in the system and can
read and write the DDR memory without being blocked by the
security mechanisms enforced by the HSMs.

5.2 Hardware Isolation-based Countermeasure
Once the hardware isolation framework is deployed into the surveil-
lance video system, the malware in the normal world cannot access
the VDMA module and the memory space located in the secure
world. �erefore, the malware will fail to issue the replay a�ack.
However, the hardware isolation framework may introduce addi-
tional overhead due to the context switch that is required to execute
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Figure 8: Demonstration of motion detection with and without replay attacks.

the application. In this subsection, we evaluate the overhead of
the hardware isolation framework from two aspects, namely the
timing overhead and the power overhead.

5.2.1 Performance Evaluation. We measure the timing of the
surveillance video system with the hardware isolation framework
and further compare it with baseline timing results of the original
system without protection. In the experiment, we deploy a timer in
the so�ware in order to monitor the timing of the motion detection
process for each video frame. Furthermore, for the motion detec-
tion with hardware isolation, in addition to the motion detection
processing time, the timing results also include the round trip world
switching time between the secure world and the normal world
(i.e., switch from the secure world to the normal world and switch
back from the normal world to the secure world).

For both the hardware isolation and the baseline cases, we run
the experiments 20 times, and for each execution we collect the
single-frame timing results for 50 frames in total. In other words,
the dataset includes 1000 single-frame timing results for both cases,
as shown in Table 2. We analyze the statistics of the entire dataset
by extracting the minimum, �rst quartile, median, third quartile,
and maximum values. By comparing the hardware isolation and
baseline results, we observe that the di�erences, i.e., the hardware
isolation overheads, are within 3 µs. Also, the ”minimum” value for
the hardware isolation case is lower than the no protection case
in our experiments, which indicates that the isolation overhead is
even smaller than random noises in the timing measurements. In
summary, our results indicate that the hardware isolation-based
approach does not result in signi�cant timing overhead.

5.2.2 Power Evaluation. We further evaluate the power con-
sumption for the two test cases on the ZC702 board following the
power measuring approach in [28]. Figure 9 shows the hardware
setup for the power evaluation. We apply the Texas Instruments
USB adapter on the ZC702 board and monitor the PS internal power
using the TI Fusion Power designer so�ware. In the experiment, we
execute the system for both test cases by continuously conducting
motion detection for 200 frames. In the mean time, we sample the
runtime PS internal power every 250 ms. Figure 10 shows the power
results, in which we observe that the power consumption of motion

Table 2: Timing evaluation on hardware isolation.

No Protection (µs) Hardware Isolation(µs)

Minimum 255,876 255,875
First �artile 255,886 255,887

Median 255,888 255,890
�ird �artile 255,891 255,893

Maximum 255,900 255,903

detection ranges from 0.39 W and 0.41W in both cases, and they are
almost indistinguishable. It indicates that the hardware isolation
mechanism does not introduce noticeable power overhead.

Figure 9: Experimental setup for the power evaluation.

6 RELATEDWORK
6.1 Surveillance Video Security
Surveillance video and smart cameras are becoming more and more
popular, and the security research on this topic can be divided
into two categories. One category aims to enhance the security
of the surveillance video itself, which enhances the video coding
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Figure 10: System power evaluation comparing no protec-
tion and hardware isolation cases.

mechanism by hiding cryptographic keys in the video content. For
example, [24] and [26] introduce an improved approach to protect
the video system during the communication by leveraging cryptog-
raphy and steganography. [6] proposes a hierarchical key genera-
tion and distribution system using a multimedia Internet keying
protocol. �e authors developed di�erent layers of authorization
and thus di�erent users could gain access to the content in di�erent
layers. �e other category studies the video transmission network
and the associated threat models. For example, [20] presents a
DDoS a�ack on the video communication network, which causes
signi�cant packet losses during video transmission between the
client and the server. P2P pollution [13] is another a�ack method
to in�uence the quality of online P2P video system. Di�erent from
the existing studies, our work focuses on the malicious so�ware
deployed on smart camera devices.

6.2 Hardware Isolation
Hardware isolation provides the system and upper level applications
with a lower level security mechanism by physically isolating the
trusted system components from the untrusted ones. It has been
supported by several major hardware manufacturers, such as ARM
TrustZone [1], Intel SGX [2], and Apple SEP [5]. Such isolation
mechanisms have been adopted in a number of security sensitive
so�ware applications, such as one-time password token [30], OS
kernel [7], so�ware isolation [12], language runtime [21], and cloud
computing [23][11][9][39]. To the best of our knowledge, there has
been no prior work leveraging hardware isolation to enhance the
security of IoT surveillance video systems.

7 DISCUSSIONS ON ADDITIONAL ATTACK
SURFACES

In this paper, we have studied the security vulnerabilities of IoT
video surveillance systems due to the potential malicious so�ware
embedded on the devices. Upon accomplishing this research, we
note that the so�ware-based threat model is only one of the sev-
eral a�ack surfaces that may challenge sensitive IoT multimedia
applications. In this section, we further discuss the additional at-
tack surfaces we identi�ed that may be exposed to compromise
the security of the surveillance video use case. Although the de-
tailed discussions and countermeasures for these additional a�ack

surfaces are out of the scope of this paper, we aim to present the
rationales behind them at the concept level to motivate further
security research along this direction.

7.1 Hardware Trojan Attacks
On a heterogeneous SoC-based smart camera involving both PS
and PL, it is o�en the case that the device manufacturer would
outsource the critical system components, such as the motion de-
tection module, to a third party intellectual property (IP) provider.
Such a third party module, commonly referred as third party IP
core (3PIP) has the potential of signi�cantly reducing the cost of the
smart camera device and boosting the deployment of the products.

However, the production and supply chain of the 3PIPs may
introduce brand new a�ack surfaces for the security of the smart
camera. For example, the third party manufacturer may not be trust-
worthy and thus cannot be guaranteed to deliver genuine IP cores
that exactly follow the design spec. �e potentially modi�ed hard-
ware 3PIPs, if a�ribute to a malicious intent, are o�en referred to
as hardware Trojans in the hardware security community [33][14].
Although hardware Trojan threats and defense mechanisms in gen-
eral have been intensively studied [37][10][41][15][8][17][35], we
note that the community is still lacking the domain-speci�c study
of hardware Trojan threats and mitigation techniques for the IoT
multimedia applications, such as smart video surveillance. �e new
threat model introduced by hardware Trojans, e.g., a hardware-
based replay a�ack, may pose brand new challenges to the security
countermeasures and complicate the entire system design and man-
ufacturing.

7.2 Side Channel-based Attacks
In addition to the security vulnerabilities of IoT surveillance systems
studied in this work, we note that the privacy of the surveillance
video is also critical as the area under surveillance is o�en highly pri-
vate residence or properties. Given the heterogeneous computing
architecture on the SoC, it is possible for the adversary to monitor
certain side channel information (e.g., timing and power) to infer
the speci�c system operation or even the approximate content of
the video. While such a side channel-based a�ack has been a major
thread of research in the so�ware, system, and hardware security
communities [34][16][36], its consequences on surveillance video
systems have not been fully studied. We further note that the coun-
termeasures for such a�acks would be challenging, as the hardware
isolation-based approaches we adopt in this work have been known
to be ine�ective towards side channel a�acks by design. �erefore,
we foresee that the research along this direction would require addi-
tional e�orts from the community in order to enhance the security
and privacy of the IoT video surveillance system.

8 CONCLUSION
We have developed a motion detection-based IoT surveillance video
system and investigated its security vulnerabilities and counter-
measures. We �rst proposed a replay threat model, which hides
the objects in motion using pre-recorded non-motion frames. We
showed that such a reply a�ack can be implemented and activated
from the so�ware layer of the IoT device, which leaves a huge a�ack
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surface to the a�ackers. Furthermore, we developed a countermea-
sure against the replay a�acks by employing a hardware isolation
framework. Our evaluation results on real hardware (i.e., Xilinx
Zynq SoC) proves the e�ectiveness and low overhead of the a�ack
and defense techniques. To the best of our knowledge, our work is
the �rst leveraging hardware isolation to protect IoT surveillance
video systems.
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