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ABSTRACT

The solid geometric objects in the educational geometric
books are usually illustrated as 2D line drawings accom-
panied with description text. In this paper, we present a
method to recover the geometric objects from 2D to 3D.
Unlike the previous methods, we not only use the geometric
information from the line drawing itself, but also the tex-
tual information extracted from its context. The essential
of our method is a cost function to mix the two types of
information, and we optimize the cost function to identify
the geometric object and recover its 3D information. Our
method can recover various types of solid geometric objects
including straight-edge manifolds and curved objects such as
cone, cylinder and sphere. We show that our method per-
forms significantly better compared to the previous ones.
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1. INTRODUCTION

Many educational paper books, especially the textbooks
for primary and secondary education, often contain a lot
of illustrations of the three-dimensional (3D) geometric ob-
jects. Because these 3D geometric objects are illustrated as
the two-dimensional (2D) line drawings with the loss of 3D
information, sometimes it’s too difficult to quickly under-
stand the geometric objects by observing the 2D line draw-
ings in the paper books.

This paper aims at helping the students understand the
geometric objects in their books. Specifically, we recover
the 3D geometric object from the 2D line drawing and its
surrounding description text. Our algorithm is designed to
be efficient enough to run on modern mobile devices (e.g.
smart phones or tablets). By using just a mobile phone
with a built-in camera, a student can view the recovered
geometric object by photographing the line drawing on the
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book. The application of our method improves the student’s
experience in the mobile educational environment.

Some existing methods try to recover the 3D object from
a line drawing by using its line configurations and lift the
2D line drawing into the 3D space by enforcing a variety of
geometric regularities (parallelism, orthogonality, face pla-
narity, minimal standard deviation of angles) [3, 9, 10, 11,
12,1, 6, 7, 13]. These methods work quite well for the clear
and accurate input line drawings. However, they only take
into account the line drawing itself and try to recover the
lost 3D information by merely guessing from the 2D posi-
tions of the vertices and the lines. Hence, the previous meth-
ods would perform very poorly when the input line drawing
contains errors [18, 19].

Obviously, the inaccuracy of the line drawings is the main
difficulty for the 3D reconstruction algorithms. Since it is so
difficult to successfully recover an inaccurate line drawing,
we seek for additional information that might help in iden-
tifying the correct object in the line drawing. Particularly,
the geometric line drawings in the geometric books are usu-
ally accompanied with description text, which provides us
with a hint of what the geometric object in the line drawing
might be.

In this paper, we propose an algorithm to recover the 3D
information of the solid geometric objects from single line
drawing images taken from the geometric books. The core
technical contribution of our work is the strategy to com-
bine the geometrical information and the textual informa-
tion. Moreover, we propose a solution to represent and re-
cover some primitive curved objects (cones, cylinders and
spheres). The rest of this paper is organized as follows. The
related work is briefly reviewed in Section 2. An overview of
the proposed method is given in Section 3, and details are
introduced in Section 4. Experimental results are reported
in Section 5 and conclusions are drawn in Section 6.

2. RELATED WORK

In the past two decades, a lot of researchers have made ef-
forts to resolve the single line drawing-based 3D reconstruc-
tion problem. These methods include: (1) regularity-based
methods which use some geometric rules as constraints to
construct a cost function, and then minimize this function
to obtain the 3D object [3, 9, 10, 11, 12, 1, 6, 7, 13]; (2)
deduction-based methods which impose some assumptions
over the input line drawing and deduce the reconstruction
result based on these assumptions [4, 5, 19]; (3) divide-and-
conquer-based methods which decomposes a complex line
drawing into some simpler parts and conduct reconstruction
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Figure 1: Overview of our method. (a) We take as input a line drawing image and an accompanied paragraph
of description text. (b) We extract the sketch from the line drawing image and represent it as an undirected
graph. The sketch might be under-complete or over-complete. The example shown is an over-complete one

because of the extra lines.

(c) We use OCR to detect the text from the input, and find some keywords

from the text. The keywords “triangular” and “prism” are detected in this example. (d) The sketch and the
keywords are combined in a formulation to estimate the pose of the object.

over each part and then combine all the partial results as
the final result [2, 15, 16, 8, 17, 21, 20].

Among the methods listed above, our work is mostly re-
lated to Xue et al. [16]’s method (E3D) and our previous
method (SGOR) [18]. Both of the methods have pre-defined
a 3D model database from which to derive the most pos-
sible models for the input line drawing. The E3D method
can handle complex objects based on divide-and-conquer ap-
proach. However, it requires the input to be a perfect line
drawing. The SGOR method is more robust in that it can
handle various inaccurate input line drawings. Both of them
can not handle curved objects, such as cones, cylinders and
spheres. In this paper, we propose a method which can han-
dle both straight-edge manifolds and curved objects. More-
over, the context information is used to identify the correct
geometric object the image contains.

3. OVERVIEW

Our algorithm takes a line drawing image and an optional
image that contains a paragraph of text which describes the
geometric object as input. Currently the user needs to man-
ually select the area of the text which is related to the geo-
metric object in the image.

Figure 1 shows the main steps of our method. For the
input line drawing image, we extract the lines from it and
convert them to an undirected graph, which is called the
sketch. The details of the sketch extraction can be found in
[18]. Note that due to the limitation of the sketch extraction
algorithm, the extracted sketch is more likely to be inaccu-
rate (i.e. under-complete or over-complete). In addition, we
detect the ellipses (corresponding to curved objects) from
the image and integrate them to the sketch. For the input
text image, we perform OCR to extract the text information
in it. We then find the keywords that has potential relation-
ship with the geometric object in the extracted text. Finally,
we mix the sketch and the keywords in an objective formu-
lation to obtain the most possible geometric object and its
pose, based on which we render the recovered object in 3D
style.

4. 3D RECONSTRUCTION

The goal of our method is to convert the line drawing
images that contain the primitive geometric objects to the
vectorized line drawings and present them in 3D style. We
follow our previous work [18] by extracting a 2D sketch of
the image firstly, and then searching for the most possible
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Figure 2: (a) An ellipse is represented as an isosceles
triangle. The base side of the triangle is the major
axis of the ellipse and is labeled as [1. The other two
equal sides connect the two endpoints of the major
axis and one endpoint of the minor axis, and they
are labeled as [2. (b) The sketch graph of the curved
object contains unlabeled edges which are the nor-
mal straight lines and the labeled edges which come
from the triangle of the ellipse.

3D model in a pre-built 3D model database and compute the
corresponding pose of the 3D model based on the extracted
sketch.

4.1 Curved Object Models

If the line drawing contains curved objects, we use the
algorithm in [14] to detect the ellipses in the image. Then
each detected ellipse is represented as a triangle as shown
in Figure 2(a). The triangle consists of three labeled sides:
one side is the major axis of the ellipse, labeled as [1; each
of the other two sides connects an endpoint of the major
axis and an endpoint of the minor axis, labeled as [2. The
labeled triangle is integrated into the sketch graph, as shown
in Figure 2(b).

A curved object model is mostly the same as the 3D ob-
ject model in [18], except that it has labeled triangles which
represent the circles in the curved object model. For exam-
ple, in Figure 3(a), the bottom circle is represented as the
inscribed triangle whose base side is the axis of the circle
and is isosceles. The three sides of the triangle are labeled
as follows: the base side is labeled as [1, the two legs are
labeled as [2. The labels in the curved object model are
the same as the labels of the sketch graph shown in Figure
2(b). Besides the triangle, the cone model also has two un-
labeled edges which represent the side face, corresponding
to the 2D projection of the edges in the sketch graph. The
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Figure 3: Examples of the curved object models. (a)
Cone. (b) Cylinder. (c) Sphere.

cylinder object in Figure 3(b) is likewise. The sphere is just
a bit different — as shown in Figure 3(c), it has two triangles
sharing the same base side (the axis of the sphere), and the
two triangles represent two perpendicular circles on the sur-
face of the sphere, so they are perpendicular to each other
in 3D space.

We impose strict labeling correspondence rule to the graph
matching process: only unlabeled edges can be matched to
unlabeled edges, and only the edges with the same labels can
be matched(unlabeled matches unlabeled, {1 matches 1, [2
matches [2). This ensures that only curve object models
can be selected if the image contains curve objects and the
ellipses are detected from their 2D projections.

After the graph matching process [18], the candidate mod-
els are selected for the extracted sketch of the input image.
With the triangular representation of the ellipses, the curved
object models contain only straight edges (labeled and un-
labeled). So the 3D reconstruction process in [18] can be
easily applied to the curved objects in this paper. Figure 4
shows examples of the 3D reconstructions of curved objects.

~
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Figure 4: Examples of reconstruction results for the
curved objects.

4.2 Keyword Identification

In this paper, we use the Ocropus' OCR algorithm to
extract the text information from the images. We only
identify the keywords that are related to the geometric ob-
jects, in English only. The interested keywords are listed
as follows: cuboid, cube, pyramid, tetrahedron, trian-
gular, trihedral, quadrangular, parallelogram, paral-
lelepiped, trapezoid, prism, oblique, frustum, pentagon,

Thttps://github.com /tmbdev/ocropy
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dodecahedron, cone, cylinder, sphere. The extracted text
information by OCR is not always correct due to the quality
of the input image and the limitations of OCR algorithm.
We calculate the edit distance d;; between each of the in-
terested keyword ¢ and each word j in the space-delimited
text. The keyword with the smallest edit distance and that
satisfies d;; < 3 is selected as the accepted keyword. We
denote by k; for each keyword identified from the input text
and k = {k;}.

4.3 Formulation

Candidate models are first selected by using sub-graph
isomorphism algorithm. Specifically, for a given sketch, sub-
graph isomorphism are performed twice in order to handle
both under-complete and over-complete sketches [18]. More-
over, if a keyword k; is detected from the input text, we add
the corresponding model to the candidate models list if it is
not in the list.

The objective function for a candidate model m is defined
as follows:

F = G(A, R, t) + w1 P(A) + ws L(m, k), (1)

where G(-) evaluates the geometric coherence of the candi-
date model and the sketch, P(-) favors simpler model based
on the number of model parameters, and L(-) is an add-on
prior which incorporates the keyword detection. A denotes
the set of model parameters, R and t are the rotation and
transpose of the model in 3D space, k is the identified key-
words, w1 and w2 balances these three terms.

Geometric term.
The geometric term is defined as the projection error as
follows:

N
1
GARY) =+ DK (RXG, +1) — 25,17, ()

k=1

where N denotes the number of corresponding pairs of ver-
tices in the mapping between the model and the sketch, K
is the parallel projection matrix, X;, and x;, are the coor-
dinates of the corresponding pairs of vertices in the model
and the sketch respectively.

Parametric term.

We expect the selected model to be as simple as possi-
ble among the candidate models. Obviously, the fewer pa-
rameters a model has, the simpler it is. So we define the
parametric term as the number of the model parameters as
follows:

P(A) = 4], 3)

Keyword prior.
The keyword prior term should favor the model that matches
the detected keyword.

Lim, k) = > c(m, ki),

ki€k
o1
o2

(4)

where

(m, k) m matches k;
c(m, k;
’Z otherwise



where o2 > o1 > 0 and they are constant values that en-
courage the models matching the keywords. In this paper
we set 01 = 0 and o2 = 1 for the whole experimental data
set.

Let M denote the set of the candidate models. We min-
imize the objective function for each candidate model, and
select the model with the smallest optimization value, as
well as the optimal model parameters, rotation matrix and
transpose vector as the final result, that is:

A Rt =arg 7216111\1/1{Fm} (6)
4.4 Optimization

Given the coordinates of the 2D sketch {x1 = (z1,%1)", x2
(x2,92)T,...,%n = (2n,yn)"}, and the correspondences
between the vertices of the 2D sketch and the 3D model, we

find the 3D coordinates {X; = (z1,v1,21)", X2 = (22, y2, 22)T,

vy X = (%ny Yn,s zn)T} of the vertices of the model. Specif-
ically, the objective function is a quadratic function with an
orthogonal constraint of R. We use the algorithm in [16] to
obtain the value of R, A and t. With R, A and t, we are
able to generate the final result in 3D style. More details of
the optimization algorithm can be found in [18].

5. EXPERIMENTS

Our experimental data set consists of the traditional printed
geometric paper books and online documents that contain
geometric objects including books, papers, teaching mate-
rials, slide shows and other types of documents. We use
different brands of smart phones under different light envi-
ronments to photograph the line drawings and text para-
graphs. As a result, we capture 925 line drawing images
as our testing data set, among which 679 contain normal
geometric objects (containing only straight lines), and 246
contain the curved geometric objects.

5.1 Experiments Setup

The matching accuracy metric used in [18] is also used
in this paper to evaluate the performances of our algorithm
and previous ones. The matching accuracy is defined as

|Fcor'rect |

fa: ’
|F|

)
where F denotes the test image set, and Fcorrect denotes the
set of correctly matched images.

We evaluate the parameters w; and we with our testing
data set. The w; parameter controls the complexity of the
selected model. A low value of wy favors more complicated
models (with more parameters) which produce lower values
of the projection error, while a high value of wy favors less
complicated models (with fewer parameters) which produce
higher values of the projection error. Lower value of the
projection error means better fitting between the model and
the sketch, but is more likely to be over fitting (e.g. by set-
ting w1 to 0, for a cube, the cuboid model is always wrongly
selected, because it can better fit the sketch no matter the
object is in fact a cube or a cuboid). In practice we set
w1 = 20.0 for the whole data set.

The w2 parameter controls the impact of the matched key-
words. If no keyword is found, the value of w2 has no differ-
ence between the models. By setting wa = 0, we completely
discard the keyword detection results. A too high value of
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w2 may increase the negative impact of mis-detected key-
words. In the experiments, we set w2 = 100.0 for the whole
data set.

5.2 Comparison

A strict comparison with previous works is not possi-
ble due to the different scenario of our method. Most of
the existing methods take input as a perfect line drawing
with only straight lines, while our method takes input as
a roughly extracted line drawing which may contain some
primitive curved objects and is possibly inaccurate, together
with an image containing the context information. To pro-
vide a rough comparison (please note that this comparison
is not strictly conducted due to the previous reasons. It can
be seen as a reference to the performance of our method.),
Table 1 shows the results of our method (with/without the
keyword detections) and two previous methods (E3D [16]
and SGOR [18]) on our testing data set. As we can see that
the matching accuracy of our method is significantly higher
than that of E3D and SGOR. The reason why E3D per-
forms so poorly is that, as we have known, it can only handle
complete sketches while our method can also handle incom-
plete or over-complete sketches. And in our experiment,
we find that, for most of the testing line drawing images,
the extracted sketch is inaccurate (i.e. incomplete or over-
complete). Therefore, our method outperforms E3D signifi-
cantly. The SGOR performs much better in terms of match-
ing accuracy as it can handle inaccurate sketches. However,
it can only handle the straight line drawing sketches (so does
E3D) while our method can also handle the curved object
sketches, plus that our method employs the contextual in-
formation, therefore it’s still inferior to our method.

Table 1: Comparison between our method and pre-
vious ones

Correct Incorrect
Method match match Accuracy
E3D 126 799 13.6%
SGOR 537 398 57.4%
Ours w.o. keywords | 675 250 72.9%
Ours 752 173 81.2%

6. CONCLUSION

We have presented a method to recover the 3D informa-
tion of the solid geometric object from single line drawing
image in the presence of contextual information. The core of
our method is a formulation that incorporates the geometric
information and the textual information. Extensive exper-
imental results demonstrate that our method can achieve
significantly better performance than the previous methods.
In the future we plan to recover more complex line drawings,
not just limited to the primitive geometric objects.
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