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ABSTRACT
Person re-identification aims at identifying a certain person
across non-overlapping multi-camera networks. It is a fun-
damental and challenging task in automated video surveil-
lance. Most existing researches mainly rely on hand-crafted
features, resulting in unsatisfactory performance. In this
paper, we propose a multi-scale triplet convolutional neu-
ral network which captures visual appearance of a person
at various scales. We propose to optimize the network pa-
rameters by a comparative similarity loss on massive sam-
ple triplets, addressing the problem of small training set in
person re-identification. In particular, we design a unified
multi-scale network architecture consisting of both deep and
shallow neural networks, towards learning robust and effec-
tive features for person re-identification under complex con-
ditions. Extensive evaluation on the real-world Market-1501
dataset have demonstrated the effectiveness of the proposed
approach.
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1. INTRODUCTION
Person re-identification is a pressing demand in automat-

ed video surveillance and attracts increasing attention from
academia and industry. Given an image of a certain per-
son taken from one camera, the task of re-identification is
to identify the person images taken from different cameras
[1, 2]. A person re-identification system could save a lot of
human labour in exhaustively searching for a target person
from a large number of video sequences.
Despite the encouraging progress in person re-identification,

this task is still very challenging and remains unsolved due
to camera setting variations, human pose changes, illumina-
tion changes as well as background clutter and occlusions
[3]. In addition, persons may share similar visual appear-
ance, making the re-identification more difficult. Figure 1
illustrates the matching of a probe image of a target person
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Figure 1. Illustration of (a)matching a probe image
against gallery images. (b) image variations (left to
right): low resolution, human pose changes, camera
view changes, occlusions, illumination variation, and
persons share similar appearance.

against a set of gallery images as well as several kinds of
image variations.

To address these challenges, existing research focus on the
development of effective features to describe visual appear-
ance of persons and/or an appropriate metric to measure
the similarity among person images. A number of hand-
craft low-level features have been proposed to tackle the
various image variations, including color histogram [4, 5, 6,
7], Local Binary Pattern (LBP) [8], Gabor feature [6], and
SIFT [9], etc. Among these features, color representation
is an important cue in person re-identification. Many so-
phisticated features have been developed in recent years to
boost the re-identification performance. For example, Yang
et al. [10] proposed a sophisticated color descriptor, termed
salient color names. Farenzena et al. [11] proposed the
Symmetry-Driven Accumulation of Local Features (SDALF)
to exploit the symmetry property of human body to handle
variations of camera views. Gary and Tao [12] proposed to
select optimal descriptors from color and texture features by
AdaBoost. Zhao et al. [13] exploited salience information
and emphasized rare colors by giving them higher weights in
matching. Ma et al. [14] and Zheng et al. [15] encoded local
features to a final global representation. Song et al. [16] pro-
posed to learn human attributes for person re-identification.
Liao et al. [17] analyzed the horizontal occurrence of lo-
cal features and maximized the occurrence to improve the
robustness of features.

Recently, deep learning has obtained great successes in
various computer vision tasks [18]. It has shown great a-
bility for learning inconceivable and effective visual repre-
sentation. However, there are few works that exploit deep
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learning technique to facilitate person re-identification. Li
et al. [19], Yi et al. [20], and Ahmed et al. [21] used a
Convolutional Neural Network (e.g., “Siamese” network) to
learn visual features from pedestrian image pairs. However,
the number of generated negative pairs greatly outnumber
the positive pairs. This may enforce the trained model bi-
ased towards negative pairs. And these networks were all
designed with a relatively shallow architecture, which can
not well exploit the effectiveness of deep learning.
Based on visual features, some existing works focus on

learning an appropriate distance/similarity metric to com-
pare the features across person images. The metric is ex-
pected to make the images of the same person close in fea-
ture space and separate the images from different persons
far away from each other. For example, Dikmen et al. [22]
proposed to learn a Mahalanobis distance metric through
a maximum margin formulation. Sareesh et al. [23] learnt
a distance metric by a Local Fisher Discriminant Analysis
(LFDA) method. Martin et al. [24] introduced a simple,
but effective strategy to learn a distance metric from equiv-
alence constraints. Mignon et al. [5] developed a Pairwise
Constrained Component Analysis (PCCA) method, which
derives a projection from the original feature space into a
low-dimensional space.
In this paper, we propose a multi-scale triplet convolu-

tional neural network which captures visual appearance of a
person at various scales. We design a unified multi-scale net-
work architecture consisting of both deep and shallow neural
networks, towards learning robust and effective features for
person re-identification with various variations. We propose
an integrated “end-to-end” learning procedure to learn deep
features and similarity metric simultaneously. We optimize
the network parameters based on a comparative similari-
ty loss on massive sample triplets, addressing the problem
of small training set in person re-identification. Extensive
experiments on the real-world Market1501 data set have
shown that the proposed approach achieves better perfor-
mance than the state-of-the-art methods.

2. THE PROPOSED APPROACH

2.1 Comparative Similarity Loss
Person re-identification can be viewed as a person image

matching problem. The objective is to learn an effective rep-
resentation and an appropriate similarity metric to match
images from the same person and distinguish images from
different persons. Let X = {xp

i | i = 1, 2, ..., N} denote a
training set, where xp

i represents the p-th image of i-th per-
son and N is the number of pedestrians. For a probe im-
age x of a person of interest, person re-identification system
searches for the images from the same person by matching
the probe image against a set of gallery images {G}. The
visual features and similarity metric are expected to give
higher similarity score to the pair of images {xi, x

+
i } from

the same person over the the pair {xi, x
−
i } from different

persons. Hence, we design a comparative similarity loss on
image triplets as follows:

Ltriplet =
∑

(xi,x
+
i ,x−

i )∈χ

max

(
1− ∥fw(xi)− fw(x

−
i )∥

2
2

∥fw(xi)− fw(x
+
i )∥22 + C

, 0

)
(1)

where fw(x) is the feature representation from a CNN mod-
el, which projects the images from raw pixel space into a

Figure 2. The minimization of comparative similar-
ity loss on sample triplets leads to effective Deep
CNN that generates similar features for the same
person and dissimilar features for different ones.

feature space Rd. The constant C is a predefined margin.
The comparative triplet loss aims to enforce the distance a-
mong images from different persons larger than the images
from the same person.

The above triplet loss dose not constrain the matching
pair (fw(xi), fw(x

+
i )) close to each other. As a result, the

images belonging to the same person may form a cluster
with large intra-class divergence in the learnt feature space.
In other words, the learnt feature may be susceptible to the
variations caused by illumination, human pose, camera view
and occlusions, in visual matching. To address this problem,
we design a loss term on image pairs to further constrain the
distance among the intra-class image features as follows:

Lpair =
∑

(xi,x
+
i )∈χ

∥fw(xi)− fw(x
+
i )∥

2
2 (2)

By combining the above triplet and pair loss functions, the
comparative similarity loss is obtained as follows:

L =
∑

(xi,x
+
i ,x−

i )∈χ

max

(
1− ∥fw(xi)− fw(x

−
i )∥

2
2

∥fw(xi)− fw(x
+
i )∥22 + C

, 0

)

+ µ
∑

(xi,x
+
i )∈χ

∥fw(xi)− fw(x
+
i )∥

2
2

(3)

where µ is the weight parameter between the triplet and
pair loss. This loss function together with the designed Deep
CNN model as shown in Figure 2 is able to learn robust and
effective visual features for person re-identification.

2.2 Multi-Scale Network
The proposed multi-scale triplet network is illustrated in

Figure 3, consisting of three sub-networks: one deep convo-
lutional neural network and two shallow networks. Due to
the small scale of pedestrian image corpus, the traditional
deep CNN model requiring a large amount of training sam-
ples can not be directly applied to person re-identification
task. Therefore, we propose a triplet network architecture
which shares same parameters with the proposed compara-
tive loss on massive sample triplets instead of the traditional
softmax loss. Given a training set {χ}, large number of sam-
ple triplets can be formed as the network input addressing
the problem of limited training samples. Each sample triplet
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Figure 3. The multi-scale network architecture consist of one deep network and two shallow networks, which
capture visual appearance of a person at various scales. The responses from the deep and shallow networks
are embedded at an embedding layer to generate final feature representation.

includes a probe image xi, an image of the same person x+
i

, as well as an image from a different person x−
i .

As the Alex network [18] has shown good performance in
many compute vision tasks, we design the deep CNN ac-
cording to Alex network. The two shallow networks take
down-sample images with the rates of 2:1 and 4:1 as input
respectively. The shallow networks can produce less invari-
ance and low-level appearance features from images. After
normalizing the outputs from the three networks with L2

norm, the three feature vectors are fused into an embedding
layer, leading to a final 500-dimensional feature vector from
the entire network. The features from the deep and shal-
low networks capture image content at different scales and
have complementary advantages. The fused feature is more
robust and effective for representing pedestrian appearance
under various conditions. In particular, the deep network
contains five convolutional layers, five max-pooling layers,
two local normalization layers, and three fully-connection
layers. Each shallow network contains two convolutional
layers followed by two pooling layers.

2.3 Training Strategy
We optimize the parameters of our CNN model by using

the mini-batch stochastic gradient descent algorithm. The
collection of training sample triplets is divided into a number
of mini-batches of triplets. Given each mini-batch, the train-
ing errors are calculated based on the proposed loss function
and the derivatives are obtained by back-propagation along
the networks to update the parameters at each layer. The
multi-scale triplet CNN model can be represented as follows:

f(x) = hn(hn−1(hn−2(· · ·h1(x) · · · ))) (4)

where the hi is the transfer function of the ith layer. The
parameters of the transfer function are denoted as wi. Given
the objective function, we calculate the gradient of the loss
with respect to the parameters at each layer by the chain

rule as follows:

∂T

∂wl
=

∂T

∂fw(xi)
× ∂fw(xi)

∂gn
× ∂gn

∂gn−1
×· · ·× ∂gl+1

∂gl
× ∂gl

∂wl
(5)

It should be note that the gradients ( ∂T
∂fw(xi)

) of the loss for

different samples in a triplet (xi, x
+
i , x

−
i ) are different.

3. EXPERIMENT
Our multi-scale triplet convolutional neural network was

implemented based on the Caffe 1 framework. The overall
network was trained using two NVIDIA K40 GPUs, Intel i7
CPU, and 32G memory.

Datasets - There are multiple pubic data sets estab-
lished for person re-identification, including Market1501,
CUHK Campus, VIPeR, and PRID2011 etc. Among
them, Market1501 is the most challenging and realistic
one. Market1501 was collected from a total of six cam-
eras, placed in front of campus supermarket. It contained
32,643 bounding boxes of 1,501 identities with Deformable
Part Model (DPM) detector. Each identity was captured
by six cameras at most and two cameras at least. Following
to [14], the data set is divided into two parts. One part has
750 identities as training set and the other has 751 identities
as testing set, in which there are 3,363 query images belong
to the 750 identities, and each query has 14.8 ground-truth
images in average in the gallery set.

Training Setting - The trained Caffe model was used
to initialize the weights of our deep sub-network. The t-
wo shallow networks were trained from scratch. We started
the stochastic gradient descent (SGD) method with learning
rate of 0.001 and the weight decay of 0.0005. The parameters
µ, C in Eq.(3) are set to 0.002 and 0.008 respectively in the
experiments. Each mini-batch contains 160 sample triplets.
The entire framework was trained for 150,000 iterations in
total.

1http://caffe.berkeleyvision.org/
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Performance on the Market1501 dataset - We com-
pare our approach with several state-of-the-art methods, in-
cluding Bag of words model[14], SDALF [10], eSDC[15], and
XQDA[16]. Experimental results are shown in Table 1. It
can be seen that our approach achieves the best performance
among all the methods. Given a single query image, our ap-
proach achieves 45.1% rank-1 recognition rates and improves
SDALF[10], eSDC[13], BOW(singleQ)[14], and XQDA[16]
by 109.8%, 40.1%, 26.0%, and 3.0%, respectively. Given
multiple query images, our approach outperforms existing
BOW(MutiQ) method[14] with significant performance im-
provement in terms of rank-1 recognition rate. It can be
also observed that the performance of our approach with
multi-scale network performs better than that with a sin-
gle Alex network. This demonstrates the effectiveness of
the combination of deep and shallow networks on person
re-identification task.

Table 1. Performance comparison with the state-of-
the-art methods on the Market-1501 dataset

Method
Rank-

1
Rank-

5
Rank-
10

Rank-
30

BOW
(singleQ)[14]

35.8 52.4 60.3 71.9

BOW
(multiQ)[14]

44.4 60.2 66.5 76.2

SDALF[10] 21.5 34.5 42.3 50.7
eSDC[13] 32.2 47.1 55.2 64.1
XQDA[16] 43.8 - - -

Our Method
(sin-network)

42.3 68.5 76.2 84.6

Our Method
(singleQ)

45.1 70.1 78.4 88.7

Our Method
(multiQ)

55.4 78.9 85.6 93.7

4. CONCLUSION
In this paper, we proposed a multi-scale convolutional

neural network for person re-identification. A multi-scale
triplet network architecture integrating deep and shadow
networks was developed to capture visual appearance of a
person at various scales and learn robust and effective fea-
tures under complex conditions. A network learning method
was proposed to optimize network parameters based on a
comparative similarity loss over massive sample triplets. We
have conducted extensive experiments on the real-world Mar-
ket1501 data set and the experimental results have shown
that the proposed approach outperforms the state-of-the-art
methods.
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