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ABSTRACT
In this work we presentMindful, a platform for defining, con-
figuring, executing and distributing affective experiments to
a large scale audience. This type of experiments measure the
emotional reaction of participants to media content selected
by experimenters. Furthermore, the platform manages pro-
files of registered users who have agreed to participate in an
experiment as well as a data collection and analysis mech-
anisms. The analyzed data is then used to enrich users’
profile and to better understand their emotional behavior.
Throughout the paper we describe the platform in details
and present a use case of how the platform is being used in
practice.

1. INTRODUCTION
The affective computing research domain, pioneered by

Rosalind Picard more than ten years ago in [9, 10], is widely
explored by psychologists, sociologists, and computer sci-
entists and encompasses many fascinating fields of study.
Among them are exploring the means of sensing and record-
ing emotions, cognitive modeling, emotions expression by
agents and more. In practice, many researchers that wish
to run experiments in this fields encounter the same funda-
mental technical obstacles in the process of gathering, mea-
suring and analyzing data. Namely, as in many quantitative
research, in the affective domain, researchers would like to
work on large scale research, which, in practice, means re-
cruiting many participants. This is not achieved easily: it re-
quires finding a target audience matching the research profile
and on the willingness of members of the audience to partic-
ipate. Then, it is often necessary to bring the participants to
a lab in order to execute the experiment. Moreover, even if
the researcher has succeeded in recruiting many participants
and bringing them to a lab, the manual data measuring and
analysis phases are error-prone and tedious.

These are the obstacles we address through the platform
for large scale affective field research we are currently build-
ing in this work. The platform offers a complete affective ex-
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periment design tool and data collection and analysis mech-
anisms for researchers who do not necessarily have an exten-
sive technical skills. The designed experiments measure the
emotional response of participants to media content selected
by the experimenter. The main challenges that should be
taken into account when designing such a platform are:

Experimental scale - the platform has to be able to
cope with large data sets and support many users. Config-
urability - the platform must provide an easy interface, as
many researchers do not have an extensive technology back-
ground. Experiment distribution - the platform should
assist researchers in managing the candidates recruitment
process and allow experiments to be performed remotely.
Cross platform - the platform must support various client
side operating systems. Contextualization - context data
such as location, date, time etc. must be gathered and enrich
the collected data and user profiles of the participants.

Mindful addresses all the aforementioned challenges: we
have defined a general platform for defining, configuring,
executing and distributing affective experiments to a large
scale audience. To the best of our knowledge such a generic
and comprehensive system was not described before.

The rest of the paper is organized as follows. In section 2
we survey some of the related work of this field, In sec-
tion 3 we describe the platform in details, and in section 4
we describe a specific use case of the platform. Finally, we
conclude and explore future work in section 5.

2. RELATED WORK
In this section we survey existing platforms for analyzing

affects under various settings.
The works in [14, 13] suggest frameworks for interpre-

tation of affective signals. Specifically, in SSI [14] the fo-
cus is real-time recognition of affective signals by support-
ing diverse input modes (e.g., web cameras, Nintendo’s Wii,
Kinect, Nexus, and more) in a coherent way. In addition, the
authors provide some machine learning and pattern recog-
nition tools. The CEED [13] utilizes the SSI platform for
empathetic data experiments, and augments it by adding
affects visualization. The primary focus of these works is on
seamless interaction with new sensors through their APIs,
and on analysis using machine learning libraries.

Other platforms leverage smartphones in order to under-
stand user’s emotions through phone interaction patterns, as
well as phone sensors [11, 8]. EmotionSense [11] is a mobile
based platform performing audio-based emotion recognition.
The platform monitors emotions based on speech signals, as
well as activities (e.g., moving vs. static), and then cor-
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relates between them. In addition, the authors allow the
experimenter to define rules (using first order logic) to mod-
ify the sensors operations. MoodScope [8] predicts emotions
of the users based on smartphone usage (e.g., apps usage,
phone calls, SMS activities, and more). Those systems are
quite different from ours; First, they do not provide any
tools to define and to manage experiments. Second, types of
data that they consider as emotional triggers are different.
Finally, our system is not limited to mobile environment,
while theirs is mobile by definition.

The Siento platform [2] aims at collecting data from phys-
iological sensors, webcams and screen camera together with
user interactions. The main difference between our plat-
form and Siento is in the flexibility, and expressiveness that
our system allows, including, the management of the users
profile, the experiment management and the large scale dis-
tribution.

In addition, there exist industrial solutions such as nViso1,
and iMotions2. nViso integrates online questionnaires, and
runs on different platforms. However, it is limited only to
facial expressions analysis. The iMotions platform supports
multi-sensors, as well as surveys and reports. However, to
our understanding their system lacks of experiment’s config-
uration and distribution capabilities as well as participants
management.

3. PLATFORM
Mindful is designed in a traditional client-server architec-

ture, in which the client side is a mobile application or a
web browser (running either on a personal computer or a
smartphone) that communicates with an application server
on the server side. After a participant to an experiments
has been selected, the client application retrieves informa-
tion from the server related to the ongoing experiment. Due
to the variety of smartphones and operating systems, one
of the main requirements of the platform is to be indepen-
dent from a particular client-side technology. To achieve
that within our design, the logic executed on the client side
is quite basic and its main responsibility is interaction with
users and visualization. On the other hand, the server is
responsible for maintaining the definition and configuration
of experiments, assigning users to experiments, maintaining
user profile, allowing the definition of experiments using a
web user interface, analyzing results and more. After the
definition of an experiment on the server, the client’s main
role is to retrieve instructions on how to conduct the ex-
periment, interpret these instructions, create screens based
on the server instructions and, upon experiment completion,
uploading data to the server.

The data being uploaded to the server upon experiment
completion is composed of two parts. The first part is com-
posed from the response of the user to the questions asked
during the experiment. The second part is the behavioral
and affective data being collected through sensors while the
user is exposed to the media content associated with an ex-
periment.

Figure 1 depicts the high level architecture of the plat-
form. In the rest of this section, we describe the signifi-
cant platform components and some of the main client-server
flows.

1http://www.nviso.ch/
2http://imotionsglobal.com
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Figure 1: Server side blocks diagram

3.1 Questionnaires Management
An experiment is typically composed of several question-

naires to be filled by participants and this server module
aims to facilitate their definition and configuration. To do
so, the experimenter has to select or define the question-
naires being used. The platform offers two options: first,
it is possible to choose from a set of pre-defined question-
naires that are part of the system. These are questionnaires
commonly used in psychological and affective experiments,
for instance the personality traits questionnaires [7], demo-
graphics [3, 12], emotional reaction to media content ques-
tionnaires [1, 15, 9] and more. Alternatively, the experi-
menter has the option to define new questionnaires using a
web interface wizard. These questionnaires are encoded in
an XML format and persisted to the system database upon
wizard completion.

3.2 Media Marketplace Management
The main objective of the platform is to measure users’

emotional response to media content. To accommodate that,
this module manages a marketplace of video clips, audio seg-
ments, texts, and images to be selected by the experimenter
for particular experiments.

A web user interface offers a convenient way to upload
media and to share media with users participating in the
experiments.

3.3 Experiments Metadata Management
Affective experiments are usually composed of two type

of intertwined steps [9] that constitute the experiment flow:
in each of those steps, a participant may be asked to answer
questionnaires or a participant may be exposed to media
content while its emotional reaction is being measured (typ-
ically using client side sensors, e.g., camera, microphone,
wearables). This module assists experimenter in the pro-
cess of defining a complete experiment flow by utilizing the
Questionnaires module and the Media Marketplace.

As an illustrative example consider the following flow.
The experiment is composed of three steps, in the first step,
users are asked to answer a demographic questionnaire, then
in the second step participants are asked to answer a person-
ality traits questionnaire and finally in the third step par-
ticipants are exposed to media content while sensors collect
data.
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To define this experiment, the experimenter must define
the required questionnaires and upload media content to the
system. Then, the flow is materialized through the defini-
tion of the experiment phases, i.e. questionnaires and me-
dia content exposures. For every particular step in the flow,
the experimenter has to select which questionnaire or media
content to associate with the step at hand.

The experiment definitions are encoded in an XML for-
mat and persisted to the database. When a specific exper-
iment is selected, the encoded XML is sent to the client
side that parses it and constructs the UI according to its
definitions.

3.4 Sensors Management
A sensor is a resource that collects data while the user is

exposed to a media content during an experiment. There
are various types of sensors and their availability is depen-
dent on the client side technology. For instance, voice and
audio can generally be collected from both smartphones and
laptops using cameras and microphones, while GPS is typ-
ically only available on smartphones. Currently, four types
of sensors are supported: (a) video sensor, (b) audio sensor,
(c) motion sensors (d) location sensor capturing the device
physical location using GPS.

Upon experiment completion, the client uploads collected
data to the Sensors Management module which processes it
in order to produce quantifiable measurements. For exam-
ple, video clip of the user’s face being exposed to content is
being interpreted into a time chart identifying emotions over
the length of the movie. For each of the four defined sen-
sors types we have implemented a designated sensor plug-in
that takes data as input and interprets it. The results are
then persisted and later used by the Analytics module for
analysis.

3.5 User Profile
The profile of a user participating in the experiments is

managed by the User Profile module. Before participating
in an experiment, each user must have an active profile con-
figured in the system. Initially, the profile only contains
the basic users’ demographics information (e.g., gender, age,
ethnicity, knowledge of languages) configured manually by
them. But after participating in experiments the profile is
enriched with experiments results. The data stored in the
user’s profile assists experimenters in defining the partici-
pating audience of a new experiment. In addition, there
are some intra and inter user profile analytics; For example,
aggregating user results across different experiments, scaling
together the emotional response of various users to the same
content, and more. Finally, the user profile is consumed by
the Analytics module in order to perform different analysis
either at the personal level or aggregated level.

3.6 Experiments Management
While the Experiments Metadata Management module is

responsible for configuring an experiment metadata (i.e. ques-
tionnaires, media content selection, required sensors and vi-
sualization parameters), the experiments management is re-
sponsible to configure a specific instance of an experiment
by doing the following : (a) configuring the life time of the
experiment (days, weeks, months), (b) defining the required
number of participants and their demographics (e.g. gender,
age range, ethnicity), (c) defining the targeted users profile

(for instance users that have never participated in an exper-
iment or users that we identified to have an angry persona).
In general, the idea is that different experiment instances
could use the same experiment metadata with various con-
figuration parameters.

3.7 APIs Gateway
This module centralizes the interaction between the appli-

cation server and the client side across various technologies.
It is a RESTful API over HTTP protocol that gets a request,
parses it and forwards it to the relevant server side module.

3.8 Analytics
The Analytics module has three main objectives. The first

one is to merge between the sensors outputs (e.g., combining
the emotions extracted from facial expressions and speech).
The second is to extract features from the content (e.g.,
extracting terms from textual data, or color histograms from
an image, etc). The third one is to correlate media content,
extracted features and emotions across users’ profiles.

Figure 2 depicts the platform’s modules interaction from
the Analytics module perspective. In the client’s side, the
user is exposed to a media content which can be in the form
of video, audio or text content, according to what the ex-
perimenter had configured in the experiment metadata.
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Figure 2: Data flow

During the experiment the sensors on the client’s device
(camera, microphone, motion detector, GPS) capture data
and send it to the Sensors Management module in the server
side for processing. Then, the Sensors Management module
feeds the Analytics module with the processed sensors data.
In case of video, for instance, it might be a graph describ-
ing the emotional status of the user in quantifiable metrics
over time. Then, if needed, the module merges the different
sensors signals into a coherent emotional state. Additional
data providers are the User Profile and Experiment Meta-
data modules. The analytics module retrieves data about
user’s past experiments results from the User Profile mod-
ule and feeds it back with the current analyzed experiment
result. Furthermore, the Analytics module retrieves the cur-
rent experiment settings (questionnaires and media content
names) from the Experiment Metadata module.

4. USE CASE
In this section we describe a specific use case of the affec-

tive platform. In this use case, the goal of the experiment is
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to collect data and to calculate correlations between users’
information (such as demographics and personality traits)
and expression of emotions by the user, as detected by a
facial expressions recognition plug-in.

In the first part of the experiment, the user is asked to
fill in two questionnaires which are available by the Ques-
tionnaires Management module: An extended demographic
questionnaire and a mini-TPIP [5] questionnaire, which is a
short (20 questions) personality traits questionnaire based
on the Big Five personality traits model [4].

Upon experiment completion, the output of these ques-
tionnaires are used to measure correlations between user
information attributes and emotions measured during ex-
posure to media content.

The experiment is constructed of several repeated rounds,
where each round contains two steps. In the first step,
the user watches a short video-clip (15-30 seconds), and is
recorded while watching the video-clip by the camera of a
mobile device or a laptop. Each video-clip is selected from
a collection of video-clips available by the Media Manage-
ment module. These video-clips are highly likely to elicit
an emotional response by the users who watch them, as
they portray situations which are funny (e.g., slapstick ac-
cidents), disgusting (e.g., cruel animal hunting) or thrilling
(e.g., wing-suit flying). The second step of the round starts
after the video-clip playing is finished. In this step the user
fills in a form where she states, on a scale of 1-5, which emo-
tions, out of Ekman’s Six Basic Emotions [6], where elicited
in her while watching the video-clip.

There are total of five rounds in the experiment, so the
user watches five different video-clips. Video-clips were se-
lected to contain two ”funny”, two ”disgusting”and one ”thrilling”
videos. After the rounds are over, the user is informed
that the experiment has completed. The output, which con-
sists of the questionnaires output (including the self reported
emotion values for each video-clip), and of the video record-
ings of the user, is uploaded to the Experiment Management
module.

The experiment detailed above is aimed to collect data
from different demographic groups. Therefore, it is defined
in the Experiments Management module that the experi-
ment would be distributed uniformly across all demographic
groups (gender and age group), with a target goal of 200
users in total.

After the goal number of users has been reached, the
experimenter can start analyzing the experiment’s output.
The experimenter receives, for each user, an XML which de-
scribes the output for each questionnaire. Furthermore, the
experimenter also receives the output of the Sensors mod-
ule, which, for this experiment, is a graph specifying the
identified emotions over the length of the video.

As a preliminary step, the output of the Sensors module
is preprocessed by the Analytics module, such that for each
emotion and each video, there is a single measure which rep-
resents the emotion level the user has expressed in the video
(e.g., by averaging or aggregating emotion expression). The
input, after preprocessing, contains records for each user
and each video the user watched. These records are con-
structed of values for different families of variables: emotion
expression (as calculated in the preprocessing step), emo-
tion self report value, demographic data (gender, age group,
education and income) and personality traits (output of the
personality traits questionnaire).

The correlation, and significance of correlation, can then
be calculated, using the Analytics module between variables
of different variable families. For example, the correlation
between a measured emotion and the corresponding reported
emotion, a demographic variable or a personality trait vari-
able

5. CONCLUSIONS
In this paper we describedMindful, an end-to-end affective

platform to support and distribute large scale experiments.
We discussed the different components, the flow, followed
by a use case. Future work includes extending the analytics
component to include more statistical capabilities and visu-
alizations. We also intend to validate the system under more
use cases by working with research groups in universities.
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