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ABSTRACT 
In this paper, we propose a new visual object tracking which 
realizes robustness against object occlusion and deformation. In 
the proposed visual tracking, triplet convolutional neural network 
(triplet-CNN) structure is devised. The three inputs for the triplet-
CNN come from current query frame, tracked object in a previous 
frame, and reference object. Object location in the query frame is 
predicted by fusing latent features from the three inputs. 
Moreover, predicted object is compared with reference object by 
using a Siamese CNN, so that object occlusion and deformation are 
detected and search range of tracking object is found adaptively. 
Comprehensive experimental results on a large-scale benchmark 
database showed that the proposed method outperformed state-of-
the-art tracking methods in terms of precision and robustness with 
real-time tracking (about 25 fps). 
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1 INTRODUCTION 
Visual tracking has been attracting a significant interest in pattern 
recognition and computer vision due to the wide range of 
applications including video surveillance [1], activity analysis [2], 
video communication [3], and human-computer interaction [4]. 
Despite a lot of studies in recent years [5,6], it still remains a 
challenging task in practice due to many different and varying 
circumstances such as occlusion, deformation, background clutter, 
illumination variation, etc. [5]. In particular, severe object 
occlusion and deformation are one of the most critical factors that 
cause the drift of the tracker. In addition, real-time requirement is 
the one of the important issue in practice in various applications. 
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To address the problems for robust visual tracking, many visual 
tracking methods were proposed. Adam et al. proposed a 
fragments-based robust tracking method using integral histogram 
[5]. In [5], by combining fragments-based representation and 
voting maps, they could deal with partial occlusions or pose 
variation. Authors of [6] proposed multiple people tracking 
method using part-based model and dynamic occlusion handling. 
In [6], the part-based person-specific support vector machine 
(SVM) classifiers were learned to detect and track the human 
bodies in changing appearance and background. In [7], long-term 
visual tracker was proposed to consistently track the object with 
large appearance variations. The long-term tracker consisted of 
scale estimation and translation to detect target objects. However, 
the existing methods were limited to deal with partial occlusions 
only because they used ensemble of hand-craft features extracted 
from each part [5,6]. In addition, it is difficult to design the hand-
craft feature for generic objects and their variations [7]. 

Recently, deep learning has attracted significant attentions due 
to their successful performance by learning hierarchical visual 
features. There have been increasing amount of works on deep 
learning-based visual tracking [8–11]. Results in there works 
indicate that a deep neural network, especially convolutional 
neural network (CNN), are effective to learn discriminative feature 
of input data, so that it is useful to enhance the performance of the 
visual object tracking. In [8], a visual tracking method using fully 
convolutional network was proposed. In [9], multi-domain 
learning based on CNN was proposed. It helped to discriminate 
target object from background. On the other hand, these methods 
require a large amount of computational cost to process the object 
candidate with deep convolutional neural network. It has 
limitations in real-time object tracking. In [10], fast generic object 
tracking method using deep regression networks was proposed. In 
this method, one search region in the current frame was compared 
with the predicted target in the previous frame to predict the 
object location fast. However, this method is insufficient to deal 
with drift when object is wrongly tracked. In [11], hierarchical 
convolutional features were extracted for visual tracking to encode 
various appearance feature of the object. In this method, by 
adopting multi-level correlation filters on convolution layer, they 
encode appearance of the object to find the object location. 
Although many methods have been reported in visual object 
tracking using deep learning, severe object occlusion and 
deformation remain a challenge in practice. 

The aim of this paper is to propose new deep learning based 
visual tracking framework that provides both robustness and real-
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time against object occlusion and deformation. The main 
contributions of our paper are twofold: 

1) This paper proposes new deep visual tracking framework
that is robust to object occlusion and deformation. To 
track the target object in various challenging 
circumstances, triplet-CNN for visual tracking is devised. 
The triplet-CNN learns different appearance information 
of target object. Moreover, it directly predicts the location 
of object from the query image of the current frame rather 
than a large amount of computational cost to process 
many object candidates. As a result, the proposed method 
is able to track target object with about 25 fps. 

2) The predicted location of the object could be inaccurate in
severe occlusion or large deformation cases. To prevent 
drift or wrong object tracking in challenging conditions, 
in this paper, the predicted object is further evaluated by a 
Siamese CNN to check object occlusion and deformation. 
When detecting occlusion or severe deformation, the 
location of object is estimated from object motion 
information. 

The rest of the paper is organized as follows. Section 2 presents 
the proposed robust visual tracking using triplet-CNN and Siamese 
CNN. In section 3, experimental results are presented to verify the 
performance of the proposed visual tracking. The conclusions are 
drawn in section 4. 

2 PROPOSED METHOD 
Fig. 1 shows the overall procedure of the proposed visual tracking. 
As shown in the figure, the proposed visual tracking consists of 
the two parts. In the first part, the location of the target object in 
current frame is predicted by using triplet-CNN. In the triplet-
CNN, appearance changes of object are taken into account in 
learning the triplet-CNN with three inputs (query image in current 

frame, image with tracked object in previous frame, and image 
with target object in reference frame). 

In the second part, the predicted object location (i.e., predicted 
bounding box in the current frame) is evaluated and adjusted as 
necessary. The reference object (i.e., ground-truth bounding box in 
the reference frame) as well as the predicted object is fed to 
Siamese CNN. The Siamese CNN measures similarity between the 
predicted object and the reference object so that object occlusion 
and deformation are detected. 

If the similarity value is high, the location of the target object 

(a) (b) 
Figure 2: Examples of cropped region used as inputs of 
triplet-CNN for various appearances. (a) Bounding box and 
cropped region in reference frame. (b) Bounding box and 
cropped region in previous frame. Red and blue boxes 
indicate the object-bounding box and cropped region, 
respectively. Yellow dot indicates the center position of the 
object-bounding box. Cropped region is two times of object-
bounding box. 

can be the result of the triplet-CNN. Otherwise, the location of 
target object is estimated from previous tracked objects. Detailed 
descriptions of each part are given in the following sections. 

2.1 Triplet-CNN for visual tracking 
To learn latent appearance features of the target object, we devise 
a triplet-CNN architecture. To consider appearance changes of the 
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Figure 1: Overall procedure of the proposed deep visual tracking framework robust to occlusion and deformation. Proposed 
triplet-CNN directly regresses to the coordinates of the target object using appearances information of the previous and 
reference frames. Then, the tracked object from the triplet-CNN and the target object in reference frame are fed into 
Siamese CNN. 
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target object, three inputs, which come from target object in 
reference frame, the tracked object in previous frame, and current 
query frame, are fed to the triple-CNN. To represent the target 
object well, surrounding regions of the object in each frame are 
included in inputs of the proposed triple-CNN. Let (bcx, bcy) denote 
a center position of the object-bounding box. w and h denote the 
width and height of the bounding box (i.e., the size of the target 
object), respectively. 

Fig. 2 shows examples of cropped region, which is used as 

input images for various appearance of target object. Fig. 2(a) and  
2(b) show the regions in a reference frame and previous frame 
centered at (bcx, bcy) with a size of sw  sh. s is a scale factor (s=2  
in Fig. 2). In current query frame, an image is cropped at the same 
position of the previous frame. 

With three inputs, the proposed triple-CNN predicts the 
coordinates of the object in current frame. The output is the object 
bounding box information which consists of the predicted center 
positions of target object and width and height of the object 
bounding box. It can be written as b = [b1, b2, b3, b4] where b1=cx, 
b2=cy, b3=w, and b4=h. Fig. 3 shows the architecture of the 
proposed triplet-CNN. As shown in Fig. 3, the proposed triplet-
CNN consists of three individual CNNs and two fully connected 
layers. For individual CNN, we employ VGG 16-layer network 
[12]. In every convolutional layer, filters with size of 3x3 are 
learned followed by rectified linear units. The number of filters in 
the first convolutional layer is 64. Then, it increases by a factor of 
2 in each layer until filter of convolutional layer reaches 512. The 
max-pooling is conducted with 2 2 window and stride 2 after 
each stage of convolutional layer. 

The three individual CNNs share weights to extract features of 
three inputs in a same feature space. Through the triple-CNN, 
high-level discriminative features of object are encoded even with 
different object appearances. The features encoded by CNNs for 
the tracked object in the previous frame and object in the 
reference frame are flattened and concatenated. Then nonlinear 
mapping is performed through the first fully connected layer. The 
feature encoded by CNN for the current query frame is also 
flattened and followed by nonlinear mapping using the first fully 
connected layer. After that, two fully connected layers are 
concatenated and nonlinear mapping is followed by using second 
fully connected layer. The output of triplet-CNN directly regresses 

to object-bounding box for predicting the location of the target 
object. In the proposed triplet-CNN, by incorporating the previous 
location of object and different appearance from the reference 
frame, the location of the target object can be tracked well even in 
deformed object. 

For training of the proposed deep network, individual CNN is 
initialized by the ImageNet pre-trained model and fine-tuned with 
a visual tracking database.  

In the training stage of the proposed triplet-CNN, regression 
errors are supposed to be minimized. In this paper, the regression 
loss (LTriplet) is calculated using IOU (intersection over union) loss 
function as follows: 

𝐿𝑇𝑟𝑖𝑝𝑙𝑒𝑡 = −
∑ 𝐺𝑖𝑖𝜖𝑁 ∗ 𝑃𝑖

∑ 𝐺𝑖𝑖𝜖𝑁 + ∑ 𝑃𝑖𝑖𝜖𝑁 − ∑ 𝐺𝑖𝑖𝜖𝑁 ∗ 𝑃𝑖
 , (1) 

where G and P are the ground-truth and predicted bounding box. 
And N is the total number of the pixels. If Gi and Pi are in the 
ground-truth and predicted bounding box, the value is 1, otherwise 
0. IOU loss provides a measurement of the degree of the overlap
between ground-truth and predicted bounding box. 

2.2 Siamese-CNN based similarity measurement 
To prevent drift and wrong tracking by occlusion or deformation, 
we devise Siamese CNN to verify the quality of predicted 
bounding box. To measure similarity between the ground-truth 
and the tracked object, the Siamese CNN takes two inputs; 1) the 
object of bounding box in reference frame (i.e., ground-truth to be 
tracked), 2) the object of bounding box predicted by the triplet-
CNN. Note that, in the Siamese CNN, surrounding regions of the 
object are excluded.  

Fig. 4. shows the proposed Siamese CNN for measuring the 
similarity between reference object and predicted object. As 
shown in the Fig. 4, the proposed Siamese CNN consists of two 
individual CNNs and two fully connected layers. For two 
individual CNNs, we employ VGG 16-layer network structure [12] 
same as the triplet-CNN. Also, two individual CNNs share 
weights. To effectively learn the similarity between features 
encoded by CNNs for reference object and predicted object, two 
outputs of last convolution layer are subtracted. 

For training, the proposed Siamese CNN is initialized by the 
ImageNet pre-trained model and fine-tuned with a visual tracking 
database. In the training stage, output of the Siamese CNN is set to 
0 when target object in current frame is considerably different 
from the reference, otherwise 1. The proposed Siamese CNN 

Figure 3: Proposed triplet-CNN architecture for visual 
tracking. 

Figure 4: Siamese CNN architecture for measuring the 
similarity. 
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determines whether the two objects (i.e., reference object and 
predicted object) are similar or not by minimizing similarity 
classification errors. In this paper, the similarity classification error 
is defined as binary cross-entropy loss function, which can be 

written as 

where y is a ground-truth label. ŷ is the predicted similarity score 

between reference object and predicted object by the proposed 
triplet-CNN. 

High similarity score of the Siamese CNN output indicates that 
both reference and predicted objects of bounding boxes are 
similar. Therefore, it is highly likely to correctly track target object 
for the given reference object. On the other hand, low similarity 
score indicates that the objects in both bounding boxes are 
different. It means predicted object is falsely tracked due to severe 
occluded or deformation. 

If Siamese CNN output is low similarity score, object tracking 
in current frame is estimated by considering target object 
movement. For previous N frames, object bounding box bt at the t-
th frame can be estimated as 

where bt-i is the predicted bounding box at the (t-i)-th frame. Wt-i is 
weight value regarding the bt-i. The weight value regularizes the 
reliability of the (t-i)-th frame, which can be written as 

where 𝑦̂t−i is the (t-i)-th frame similarity score and Kt is a 
normalizing parameter to ensure that ∑ (𝑊𝑡−𝑖)𝑁

𝑖=1 = 1 . The 
parameters 𝜎𝑠 and 𝜎𝑡 adjust the sensitivity of similarity score and 
previous frame range, respectively. The first exponential term in (4) 
gives the reliability of the predicted bounding box at (t-i)-th frame, 
bt-i. The higher the similarity score is, the more reliable the 
predicted bounding box is. The second exponential term gives the 
reliability of previous frames. The closer to the current frame is, 
the higher the weight value is. 

3 EXPERIMENTS 

3.1 Experimental Setup 
The proposed tracking algorithm was implemented in Python 
using Keras [13], and ran at about 25 fps on a PC with intel i7 3770 
CPU (3.4 GHz) and NVIDIA GeForce GTX 1080. The images of 
each video were 3-channel image. If the images of video were one 
channel gray image, we copied the gray image and put it on the 3 
channels. The bounding box of the target in the first frame was 
given. Siamese CNN similarity threshold (Th) was set to 0.3. 

3.2 Datasets 
For training triplet-CNN and Siamese CNN, VOT2014 dataset [14] 
and VOT2015 dataset [15] were used. VOT2014 and VOT2015 have 
25 and 60 fully annotated videos, respectively. Both datasets have 
object variations like occlusion and deformation. For test stage, 
OTB100 dataset [16] was used. In OTB100 dataset, we used 100 
videos which were fully annotated with the information  of object 
variations such as occlusion, deformation, etc. In the dataset, 49 
videos contained object occlusion cases and 44 videos contained 
deformation cases. 

(a) (b) 
Figure 5: Comparison of tracking performances with 100 
videos on OTB100 dataset. (a) Precision plots. The number 
in the legend in (a) indicates precision score at local error 
threshold of 20 pixels. (b) Success plots. The number in the 
legend in (b) indicates AUC. 

(a) (b) 

(c) (d) 
Figure 6: Comparison of tracking performances in the 
occlusion and deformation cases on OTB100 dataset. (a) and 
(c) are precision plots for occlusion cases of 49 videos, 
deformation cases of 44 videos, respectively. (b) and (d) are 
success plots in the occlusion and deformation cases, 
respectively.  

3.3 Evaluation Metrics 
In experiment, the tracking performance was measured by two 
metrics: center location error and overlap ratio [16]. The center 

𝐿𝑆𝑖𝑎𝑚𝑒𝑠𝑒 = −𝑦𝑙𝑜𝑔𝑦̂ − (1 − 𝑦) log(1 − 𝑦̂), (2) 

𝐛𝑡 =
∑ (𝑊𝑡−𝑖𝐛𝑡−𝑖)𝑁

𝑖=1

∑ (𝑊𝑡−𝑖)𝑁
𝑖=1

, (3) 

𝑊𝑡−𝑖 =
1

𝐾𝑡
exp (−

1 − 𝑦̂𝑡−𝑖

𝜎𝑠
2 ) exp (−

𝑖 − 1

𝜎𝑟
2 ), (4) 
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location error was defined as Euclidean distance between the 
center positions of predicted object bounding box and ground-
truth bounding box at each frame. The overlap ratio (S) could be 
written as 

𝑆 =
area(𝐵G ∩ 𝐵T)

area(𝐵G ∪ 𝐵T)
, (5) 

where BG and BT indicated ground-truth bounding box and 
predicted target object bounding box, respectively. 

To visualize tracking results measured by center location error 
and overlap ratio, we used precision plot and the success plot [16]. 
The precision plot presented the percentage of frames where 
center location error was within given threshold distance [16]. The 
representative precision score with 20-pixel distance threshold 
was employed [16]. The success plot showed the percentage of 

frames with satisfied S > t0 for all threshold t0 ∈ [0, 1]. The area 

under curve (AUC) of success plot was used to quantitatively rank 
trackers [16]. 

We illustrated the precision and success plots using the one- 
pass evaluation (OPE) [16] method. The OPE is a method of 
measuring tracking performance without re-initialization. To 
evaluate the performance of tracking in sequences that include 
occlusion and deformation, we compared our method with 7 
existing methods whose speed of the tracker was higher than 15 
fps. These were Staple [17], LCT [7], CF2 [11], MEEM [18], DSST 
[19], KCF [20], and Struck [21]. 

3.4 Quantitative comparisons 
Fig. 5 showed the comparison of tracking performances with 100 
videos on OTB100 dataset for the proposed method and existing 
methods. Note that all the results of the 7 existing methods were 
provided by the authors. CF2 had the highest precision score 
among existing methods, which was 0.807. On the other hand, 
precision score of the proposed method was 0.815 (0.8% gain over 
the FC2). The highest AUC among existing methods was showed 
in Staple, which was 0.590. The proposed method achieved 0.605 

Table 1: Center location error (pixels) of the proposed method and existing trackers on OTB 100 dataset. The best results 
and the second best results are marked in red and blue, respectively. 

Ours MEEM CF2 Staple LCT KCF DSST Struck 
Coke 9.8 11.8 10.5 23.0 21.6 15.2 21.2 12.1 
Girl2 10.1 50.5 117.6 121.2 300.0 263.9 131.5 150.6 
Soccer 15.1 65.5 37.6 70.0 63.6 40.0 29.5 82.9 
Jump 50.9 124.6 140.0 200.0 174.5 136.8 148.0 143.2 

Carscale 15.4 78.1 71.7 31.5 50.7 83.8 40.8 96.8 
Freeman4 10.1 28.2 12.3 22.1 12.2 39.3 23.7 48.0 

Tiger2 11.7 19.7 19.4 14.2 17.3 46.7 41.6 21.0 
Bird1 12.4 121.8 58.2 59.9 102.8 145.0 137.3 148.0 
Dudek 12.1 37.9 37.3 68.0 29.6 36.7 25.7 35.9 
Couple 15.9 18.4 21.1 30.0 20.0 47.3 113.0 24.4 
Skater2 30.1 36.1 38.6 53.6 36.5 42.6 63.0 37.6 

Box 22.6 156.4 110.3 59.3 159.9 94.7 101.5 127.0 

Table 2: Overlap ratio (%) of the proposed method and existing trackers on OTB 100 dataset. The best results and the second 
best results are marked in red and blue, respectively. 

Ours MEEM CF2 Staple LCT KCF DSST Struck 

Coke 67.2 64.9 64.8 56.0 64.4 56.0 56.5 66.6 
Girl2 72.2 53.8 7.1 10.9 6.6 5.7 9.4 22.3 
Soccer 57.7 28.0 46.9 21.3 13.3 41.5 43.3 18.2 
Jump 30.4 13.4 14.4 5.1 4.6 9.0 8.3 10.2 

Carscale 78.5 41.9 42.4 77.6 69.3 42.6 75.1 41.9 
Freeman4 63.2 30.5 48.0 41.5 44.3 18.5 37.4 17.1 

Tiger2 65.6 52.7 55.7 66.7 61.9 34.2 31.8 53.3 
Bird1 49.2 13.0 20.9 28.4 22.2 5.2 10.1 9.0 
Dudek 84.3 70.8 72.8 65.3 77.0 72.2 77.3 72.4 
Couple 60.5 58.4 55.1 52.4 42.5 20.0 8.4 51.9 
Skater2 65.3 60.6 60.7 41.8 58.7 55.1 41.5 57.6 

Box 62.8 27.6 28.4 35.5 10.4 30.1 34.3 20.4 
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AUC in the success plot (1.5% gain over the Staple). To see the 
robustness of the tracking an object, we compared success plots of 
Fig. 5 when threshold was 0. As is seen, the proposed method 
showed highest score in success plots at overlap threshold 0. 
Moreover, the proposed method showed that target object was 
tracked well in quite large range of the threshold. 

Fig. 6 illustrated the comparison of tracking performances in 
the occlusion and deformation cases for OTB100 dataset. We used 
49 videos for occlusion cases, and 44 videos for deformation cases. 
As shown in Fig. 6, the proposed method outperformed other 
methods. In particular, the precision score and AUC of CF2, 
MEEM, Staple and LCT methods were significantly degraded as 
compared to the results in Fig. 5 (tracking performances with 100 
videos on OTB100 dataset). On the other hand, the proposed 
method showed robustness against the occlusion and deformation 
cases. As shown in Fig. 6(a) and 6(b), in the occlusion case, 
performance of the proposed method was enhanced by 0.6% in 
precision score and degraded by 0.3% in AUC as compared to the 
corresponding results in Fig. 5. On the other hand, existing 

methods had an average performance degradation of 3.9% in 
precision score and 1.8% in AUC as compared to the corresponding 
results in Fig. 5. In the deformation case, as shown in the Fig. 6(c) 
and 6(d), the proposed method was enhanced by 1.8% in precision 
score and 1.9% in the AUC as compared to the corresponding 
results in Fig. 5. However, existing methods had an average 
performance degradation of 7.1% in precision score and 7.2% in 
AUC score as compared to the corresponding results in Fig. 5. It 
demonstrated that proposed method outperformed the existing 
methods in both measures. 

To evaluate tracking performance when occlusion and 
deformation frequently happen, we performed experiments with 
12 challenging videos where occlusion and deformation occurred 
frequently [16]. Table 1 and Table 2 showed the measured center 
location error and overlap ratio S, respectively. Note that smaller 
center location error and higher overlap ratio mean more accurate 
tracking results. As shown in the tables, our tracking results 
showed better tracking performances compared with existing 
methods. 

Figure 7: Examples of tracking results at challenging frames. First and second rows are Girl2 and Carscale sequences, 
respectively. Third and fourth rows are Soccer and Bird1 sequence, respectively. Red bounding box indicates our tracking 
result. Black and green indicate the CF2 and Staple results, respectively. Gray and blue indicate the MEEM and LCT results, 
respectively. 

Figure 1. Overall procedure of the proposed facial authentication system using facial appearance and dynamic features. LSTM takes
input the output from the last fully connected layer of CNN at each face sequences. Appearance features are processed forward through
time and upwards through multi-layers of stacked LSTMs (seven layers of stacked LSTMs were used in this study).

#18 # 99 # 141 # 263

# 60 # 191 # 204 # 252

# 20 # 151 # 200 # 350

# 33 # 260 # 300 # 350
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Occlusion. In [16], Coke, Girl2, Soccer, Freeman4, Carscale,  
Box, and Tiger2 sequences contained the severe occlusion. As 
shown in Table 1 and Table 2, in the 6 sequences, all of our center 
location error are the lowest and most of our overlap ratio show 
the highest score. The first and second rows of  Fig. 7 show Girl2 
and Carscale sequence which contains a full occlusion case. After 
full occlusion, the CF2, Staple, MEEM, and LCT could not 
consistently track target object (i.e., a girl or car). On the other 
hand, the proposed method could track after full occlusion because 
our tracker was supposed to detect this severe occlusion case by 
using the Siamese-CNN. Then, our tracker predicted target object 
location based on the previous tracking information. The third 
row of Fig. 7 showed tracking results in Soccer sequence. As shown 
in the third row of the Fig. 7, despite severe occlusion, the 
proposed method consistently tracked target object in video 
sequence. However, CF2, Staple, MEEM, and LCT methods lost the 
target object. These experimental results demonstrated that the 
proposed method provided better tracking performances than the 
existing methods on the severe occlusion case. 

Deformation. Jump, Bird1, Dudek, Couple, and Skater2 
sequences contained significant object deformation. As shown in 
Table 1 and Table 2, the proposed method show small center 
location errors and higher overlap ratio than other methods. In 
particular, the LCT, KCF and Struck methods could not deal with 
deformation case. The fourth rows of Fig. 7 show the tracking 
results for Bird1 sequence. For these large object movement and 
abrupt shape change, existing methods could not track correct 
target position. On the other hand, the proposed method has 
correctly tracked in these challenging video sequences. 

Experimental results showed that the proposed method could 
provide outperformed tracking performances robust to severe 
occlusion and deformation, compared to the existing methods. By 
cooperating with reference object and previous frame information 
in learning process, the proposed triplet-CNN could consider the 
appearance change information of target object. In addition, the 
proposed Siamese CNN based similarity measurement played 
important role in preventing the drift or wrong tracking. 
Consequently, the proposed method could correctly track target 
object in real-time (about 25 fps) in video sequences containing the 
challenging environments. 

4 CONCLUSIONS 
In this paper, we proposed a robust and real time visual tracking in 
order to handle object occlusion and deformation in video 
sequences. The proposed deep network for visual tracking was 
designed to consider appearance changes of target object by using 
triplet-CNN. In addition, to detect severe occlusion or deformation 
case, Siamese CNN was devised for similarity measure with 
reference information. The experimental results showed that the 
proposed visual tracking method outperformed existing methods. 
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