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ABSTRACT
In this paper, a deep end-to-end network for sketch recognition,
named Deep Visual-Sequential Fusion model (DVSF) is proposed
to model the visual and sequential pa�erns of the strokes. To
capture the intermediate states of sketches, a three-way represen-
tation learner is �rst utilized to extract the visual features. �ese
deep features are simultaneously fed into the visual and sequential
networks to capture spatial and temporal properties, respectively.
More speci�cally, visual networks are novelly proposed to learn
the stroke pa�erns by stacking the Residual Fully-Connected (R-
FC) layers, which integrate ReLU and Tanh activation functions to
achieve the sparsity and generalization ability. To learn the pa�erns
of stroke order, sequential networks are constructed by Residual
Long Short-Term Memory (R-LSTM) units, which optimize the
network architecture by skip connection. Finally, the visual and
sequential representations of the sketches are seamlessly integrated
with a fusion layer to obtain the �nal results. Experiments con-
ducted on the benchmark sketch dataset TU-Berlin demonstrate
the e�ectiveness of the proposed method, which outperforms the
state-of-the-art approaches.

KEYWORDS
Sketch Recognition, Deep Learning, Residual Learning, Long Short-
Term Memory.

1 INTRODUCTION
With the widespread use of smart phones and touch screen devices,
it becomes pre�y convenient for users to draw sketches on the
screen, simply using their �ngers. Sketch expresses the general
contour information of objects in a straightforward way, instead
of struggling to describe it verbally. It has been successfully used
for color image synthesis [4, 8], cross-domain image retrieval and
recognition [3, 14, 25, 26], and so on. A common and a�ractive
scenario is illustrated in Fig. 1. A user draws the sketch of a pigeon
on a touch screen device step by step, and then the sketch together
with its corresponding drawing sequence are sent to the cloud
platform, which recognizes the object, retrieves similar real images
and �nally returns them to the user.
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Figure 1: �e sketch drew by users is �rst recognized and
then corresponding real objects are retrieved.

However, sketch recognition is a challenging task due to the
following limitations. First, unlike traditional real images, sketches
are abstract representations of real objects, in which many details of
original objects are absent, so that di�erent objects can be visually
similar when they are represented by sketches. For example, a
standing bird would be depicted as a cock. Second, there exist huge
variations between real images and sketches, even they describe
the same thing. Since sketch is a free-hand drawing, di�erent users
will draw inconsistent sketches for the same object, which can be
drawn with various levels of details/abstractions. �ird, a sketch
only consists of simple lines, curves or dots, without the vivid
information such as color and texture, which makes the recognition
a di�cult task.

Existing sketch recognition methods usually treat the sketches
as real images. Global and local features of objects are used to
identify their categories. Unfortunately, due to the lack of color
and texture information, these approaches achieve unsatisfactory
performance. �erefore, the sketch based applications have not
been widely applied in reality. Recently, with the prevalence of
deep learning, latest studies based on deep features (e.g., [31, 34])
have achieved exciting performance on sketch recognition.

Sketch has two prominent properties: visual pa�ern and sequen-
tial pa�ern, which are potentially bene�cial for sketch recognition.
First, the sketch image is composed of a series of strokes. �ese
strokes have certain visual pa�erns to form the main shape and
special details belonging to a speci�c object, such as the webbed
feet of ducks, stripe pa�erns of zebras, and so on. �ese stroke
visual pa�erns are crucial for sketch recognition. Second, when
drawing a sketch step by step, the strokes follow certain sequential
pa�erns, such as from le� to right, top to down, or outside to inside.
For example, people usually draw the head of the bird �rst and
then the body and legs. How to utilize these two useful pa�erns to
improve the performance of sketch recognition is the main goal of
this paper.

In this paper, we propose an end-to-end deep learning network
called Deep Visual-Sequential Fusion model (DVSF) for sketch
recognition, which captures both visual and sequential pa�erns of
strokes to boost the performance. �e framework of the proposed
DVSF model is illustrated in Fig. 2. It mainly consists of four compo-
nents: representation learner, visual networks, sequential networks
and fusion layer. Analogous to a video, a sketch can be treated as
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Figure 2: �e architecture of Deep Visual-Sequential Fusion model (DVSF). �ree-way CNNs are utilized to extract the visual
features, which are fed into visual and sequential modeling modules, respectively. Visual networks are novelly proposed by
stacking the Residual Fully-Connected (R-FC) layer, while sequential networks are constructed with Residual Long Short-
Term Memory (R-LSTM) units. �e visual and sequential representations are integrated into the fusion layer to obtain the
�nal prediction.
a sequence of keyframes according to the appearance order of the
strokes. To capture the progressive states of sketches, a three-way
representation learner is utilized to extract the visual features of
sketches. Due to the impressive performance and the �exibility
of network con�guration, residual networks are adopted in each
branch. �ese deep features induced from representation learner
are then fed into visual and sequential networks, which capture vi-
sual pa�erns and sequential pa�erns, respectively. Visual networks
are novelly proposed by stacking the Residual Fully-Connected (R-
FC) layer, which integrates ReLU and tanh activation functions to
achieve the sparsity and generalization ability. To learn the tempo-
ral pa�erns, sequential networks are constructed by using Residual
Long Short-Term Memory (R-LSTM) [18] units, which optimize
the network architecture by skip connection. Finally, the repre-
sentations learned by visual networks and sequential networks
are seamlessly integrated with a fusion layer, which consists of
two fully-connected layers as classi�ers, performing the �nal score
fusion. �e performance of the proposed DVSF model is evaluated
on the sketch benchmark dataset TU-Berlin, which outperforms
state-of-the-art methods. In addition, sketch-based image retrieval
is also conducted to further validate the e�ectiveness of the pro-
posed model. �e contributions of this work are summarized as
follows:

• An end-to-end network, Deep Visual-Sequential Fusion model
(DVSF), is proposed for sketch recognition, which integrates
the visual appearance of sketches and the sequential pa�erns
of strokes.

• Visual networks are novelly proposed to integrate the de-
tail information of sketches, by stacking the Residual Fully-
Connected (R-FC) layer. It combines the ReLU and tanh ac-
tivation functions to achieve the sparsity and generalization
ability, which improve the discriminative capability of DVSF
model.

• To learn the temporal pa�erns, sequential networks are con-
structed by using Residual Long Short-Term Memory (R-LSTM)

units, which optimize the network architecture by skip con-
nection. To the best of our knowledge, this is the �rst time that
R-LSTM is integrated into the sequential networks to model
the temporal pa�erns of stroke orders.

• Experiments conducted on the sketch benchmark dataset TU-
Berlin demonstrate that the proposed method outperforms the
state-of-the-art approaches.

�e rest of the paper is organized as follows. Related work is
reviewed in Section 2. �e proposed deep visual-sequential fusion
model is elaborated in Section 3. Experimental evaluation and
analysis are presented in Section 4. Finally, we conclude this work
in Section 5.

2 RELATEDWORK
2.1 Sketch Recognition
Sketch recognition has a�racted increasing a�ention of researchers
for its broad application prospect. However, it is a challenging
task to collect various hand-free sketches until TU-Berlin [6] has
been built. Hand-cra�ed features, encoding methods and classi�ers
construct the classic technical frameworks for many traditional
sketch recognition approaches. In [6], a novel feature is proposed to
represent a sketch as a large number of local features, which encode
the local orientation estimates. A framework based on dense SIFT
features and Fisher vectors is presented for sketch classi�cation [21],
which signi�cantly outperforms existing techniques. Because of
the huge gap between real images and sketches, general descriptors
are not suitable for sketch recognition. To describe a sketch image
more e�ectively, a new descriptor, namely Symmetric-aware Flip
Invariant Sketch Histogram (SYM-FISH) [2] is proposed to re�ne the
shape context feature, which achieves much be�er performance. In
[35], a new inter-modality face recognition approach is presented,
by reducing the modality gap between features extracted from
photos and sketches.

Sketch retrieval is a critical application based on sketch recog-
nition. A representation scheme is proposed in [15] to facilitate
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e�cient sketch retrieval, which takes into account sketch strokes
and local features. Retrieving 3D models from 2D sketches has
important applications in computer graphics, information retrieval,
and computer vision. A deep learning based approach is proposed
in [27] to model di�erent views of 3D objects and 2D sketches, in
which two Siamese CNNs are used to learn the representations of
di�erent types of inputs: one for views and another for sketches.
To bridge the appearance gap between sketches and real images,
a framework is proposed in [27], which consists of a new line
segment-based descriptor and a new noise impact reduction algo-
rithm. A novel modality-invariant face descriptor is proposed in
[11] to retrieve face photos based on a probe sketch.

Recently, deep learning has achieved great success in many com-
puter vision tasks, such as image classi�cation, object detection,
and so on. Deep learning framework has also been introduced into
the sketch recognition task. In [34], a novel approach is presented
to learn the shared latent structures between sketches and real im-
ages by using a triplet based network. Another deep learning based
sketch recognition framework is proposed in [31], which presents
a multi-scale multi-channel structure to encode the sequential or-
dering in the sketching process. Due to its excellent performance,
it is further applied to �ne-grain shoe retrieval [30].

2.2 Sequential Modeling
Because there exists certain temporal order when the sketch of an
object is drawn, the stroke order pa�ern is a critical clue for sketch
recognition. Recurrent neural networks (RNNs) model the temporal
information by connecting previous information to current state.
However, there is a long term dependency problem that cannot
be addressed by original RNN. A modify RNN, Long Short-Term
Memory (LSTM) [10] is proposed to avoid the problem of long term
dependency, which has been widely used for activity recognition
[16], video classi�cation [5, 23, 28, 32], image caption [19], visual
question answering [1, 7, 20, 29], and so on. Meanwhile, the ar-
chitectural novelty of LSTM includes two dimensional recurrent
layers and an e�ective use of residual connections in deep recurrent
networks, o�ering fast training and multi-layer stacking capability
[18].

�e most related work is [31], which is a multi-scale multi-
channel deep neural network framework for sketch recognition.
Unfortunately, because the input batch is not generated in the
sketching order, the pa�ern of stroke order is only weakly captured.
Although there are many prior works on sequential modeling, few
studies focus on the modeling of stroke order pa�ern, which moti-
vates this work.

3 DEEP VISUAL-SEQUENTIAL FUSION
MODEL

In this section, we will elaborate the four components in DVSF and
introduce the training strategy of our model.

3.1 �ree-way Representation Learner
Sketch is the abstract representations of real objects, which is drawn
stroke by stroke with free hand, just like the handwriting. �e
process of drawing can be regarded as a continuous stroke sequence
with di�erent degrees of stroke completeness. Enlightened by the

Figure 3: From le� to right, the sketch images contain the
portions of strokes from 40% to 100%, respectively, with the
interval of 20%.

idea that a video can be represented as a sequence of keyframes
a�er shot boundary detection and keyframe selection, a sketch
can be treated as a sequence of stroke images, representing the
intermediate status of the sketch. �e process of drawing a sketch
can be seen as the accumulation of strokes. �erefore, the pa�ern
of the stroke sequence is highly related to the object itself.

Two examples of stroke sequences from 40% to 100% with the
interval of 20% are illustrated in Fig. 3. At the very beginning of
sketching, only limited strokes are available. It is di�cult to recog-
nize the object from an incomplete sketch, since it only contains
small portion of the strokes, that is, part of the object. As can be
seen from Fig. 3, the objects are not easy to be recognized when
40% of the strokes are drawn. But when the outline or a complete
component of an object has been drawn, i.e., at least half of the
strokes is completed, the objects can be roughly estimated. With
proper temporal interval, the transition of stroke changes can be
well captured.

To balance the temporal changes and speed e�ciency, three
representative stroke images (i.e., 60%, 80%, 100% of strokes) are
selected in this paper. A three-way representation learner is then
adopted to capture the temporal sequence of sketches. �e 18-layer
residual networks (Resnet-18) [9] are deployed to learn the repre-
sentation of stroke images with di�erent degrees of completeness.
�e extracted deep features represent the intermediate status of
the object, which will be used for further processing.

3.2 Visual Networks
Once the deep convolutional features of the stroke images are
obtained, visual networks are adopted to learn the visual appearance
pa�erns of the sketches, as illustrated in Fig. 2. More speci�cally,
there are three Fully-Connected (FC) layers followed by a novel
Residual Fully-Connected Layer (R-FC) in visual networks. �is
structure can enhance the discrimination of features by fusing the
partial and complete sketch features, which is bene�cial for the
classi�cation.

�e structure of Residual Fully-Connected Layer is illustrated
in Fig. 4. Deep features are activated by two activation functions,
ReLU and tanh, to map the features to di�erent non-linear spaces, so
that the features can be well discriminated. ReLU function sets neg-
ative neurons to zero, o�ering the sparsity and reducing parameter
dependencies to avoid the problem of over-��ing. Meanwhile, tanh
is a zero mean function which maps the input value to [−1, 1]. �e
�xed range brings the stability in the training stage, and it can gen-
erate di�erent non-linear spaces compared to ReLU function. �e
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Figure 4: �e architecture of Residual Fully-Connected (R-
FC) layer.

most straightforward way to combine these two activation outputs
is with addition operation. However, tanh function is non-linear
and it easily activates the neurons to saturation state. �e gradient
of tanh function changes slowly in the saturation regime, leading
to the problem of gradient vanishing. In addition, tanh suppresses
the sparsity induced from ReLU, which is critical for removing the
noise and boosting the performance. We have conducted several
experiments to explore appropriate fusion methods. �e results
show that fusion by addition operation easily leads to the loss explo-
sion, even though the learning rate is set to a very small value (e.g.,
10−3). Finally, element-wise multiplication operation is selected to
integrate the activation outputs.

To accelerate the training speed and boost the performance,
residual architecture is adopted in our R-FC unit. An extra skip
connection is adopted to convert the optimization objective from
the desired underlying mapping to a residual mapping. An identity
mapping is added to this unit, so that the signal can be propagated
from one unit to the next layer by skip connection.

R-FC is formulated as:

l = F (x ),
Y = F (ReLU(l ) · tanh(l )) + I (x ), (1)

where x is the input, l and Y are the immediate output and �nal
output of R-FC. F (x ) donates the fully-connected layer and I (x )
refers to the identity mapping.

3.3 Sequential Networks
To model the temporal pa�erns of the sketches, sequential networks
are proposed, which consist of several novelly designed Residual
Long Short-Term Memory (R-LSTM) [18] units. Similar to the orig-
inal LSTM units, R-LSTM also contains three gates (i.e., in, out
and forget gates) to control the �ow of information into or out
of their memories. �ese gates are implemented with the logistic
function (e.g., sigmoid) to compute a value within the range of 0 to
1. However, the sigmoid function in original LSTM will easily acti-
vate the neurons to saturation state, leading to gradient vanishing,
even though the forget gate allows the gradient to stay stable. To
prevent this problem, we add the ReLU mapping as an additional
data �ow transmission channel in R-LSTM, so that the data �ow
can skip LSTM units in the training stage. �e ReLU mapping not
only o�ers the additional transmission channel but also produces
the sparsity of the LSTM networks to improve the generalization
ability and accuracy. Finally, the structure of sequential networks
is also optimized with a skip connection, which boosts the overall
performance. In addition, to be�er capture the hierarchical struc-
ture of a sequence, multiple layers of R-LSTM are constructed in
our sequential networks, as shown in Fig. 2.
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Figure 5: �e architecture of Residual LSTM (R-LSTM) unit
with ReLU mapping.

�e architecture of R-LSTM is illustrated in Fig. 5, which is
formulated as follows:
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ct = ft � ct−1 + it � gt , (2)
ht = ot � tanh (ct ) ,

hRt = ht + ReLU(xt ),

where xt is the features generated by the last convolutional layer
of CNN at time step t when drawing a sketch. it , ot and ft are the
input, output and forget gates, respectively, and дt is the memory
cell. ct and ht encode the cell state and hidden state, respectively.
σ is the sigmoid activation function σ (x ) = 1/(1 + exp−x ) and �
presents the element-wise multiplication with a gate value. tanh
donates the hyperbolic tangent, and the ReLU mapping is adopted
to compute hRt . It is worthy to note that ht is transmited through
the same level of R-LSTM at di�erent time steps, and hRt is passed
to the next level of R-LSTM. R-LSTM involves a transformation
M : Ra → Rb , which consists of a × b trainable parameters with
a = d + D and b = 4d , where d is the dimension of it , ot , ft , дt , ct
and ht , and D denotes the dimension of the input features.

Since the outputs of sequential networks at intermediate time
steps contain both temporal and incomplete spatial information of
sketches, it will confuse the classi�er and lead to performance drop.
�erefore, the output of the second layer of sequential networks at
the last time step is used for classi�cation, as illustrated in Fig. 2.

3.4 Fusion Layer
Since visual networks and sequential networks model the stroke
pa�erns from di�erent aspects, the produced representations com-
plement each other. For be�er classi�cation performance, a fusion
layer is proposed to integrate these two kinds of representations,
which employs two FC layers to perform the classi�cation and an
average pooling to produce the �nal result. �e fusion layer is
de�ned as follows:

π (x )i =
exp((Ωv (x )i + Ωs (x )i )/2)∑K

i=1 exp((Ωv (x )i + Ωs (x )i )/2).
(3)
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Ωv (x ) and Ωs (x ) donate the classi�cation results for visual and
sequential networks, respectively. K and i represent the length and
the ith dimension of the output vector of FC layer, respectively.
�e fusion output π (x ) is used to predict the sketch category by
So�max function. In the training stage, the �nal scores and the
ground truth labels are fed into an objective function to compute
the loss. �e whole DVSF model is formulated as follows:

L = arg min ‖π (x ) − y‖ + λ1‖w ‖2 (4)
‖π (x ) − y‖ donates the loss with average pooling fusion, and w
refers to all parameters involved in DVSF model.

3.5 Model Training
�e proposed DVSF model integrates three networks (i.e., represen-
tation learner, visual networks and sequential networks) for sketch
recognition. Due to the di�erence among these networks, it is a
challenging task to train DVSF model. In this paper, a three-stage
training strategy is adopted to train it.

First, instead of employing pre-train networks for three branches
of the three-way representation learner, it is �rst trained with
di�erent portions of strokes to learn more representative features.
�ree-way representation learner combined with average pooling
(denoted as RLA-3) is adopted to train it, which is formulated as:

arg min ‖ 1
n

n∑
j=1

ωj (x ) − y‖ + ‖wr ‖, (5)

where x is the input sketch and y donates the category label of the
sketch. ωj (x ) and wr denote the classi�cation result of the j-th
branch and the weight of the n-way representation learner, respec-
tively. In this paper, n is set to 3 since three-way representation
learner is used.

Second, we remove the average pooling fusion layer and the last
FC layer of each branch of the pre-trained RLA-3 model, and then
combine them with visual networks:

arg min ‖Ωv (x ) − y‖ + λ‖wr ‖2 + λ‖wv ‖2, (6)
and sequential networks:

arg min ‖Ωs (x ) − y‖ + λ‖wr ‖2 + λ‖ws ‖2, (7)
where wv and ws donate the weights of visual networks and se-
quential networks, respectively. �e weight of the three-way repre-
sentation learner wr is obtained in the �rst step training.

Finally, three components of DVSF model are then combined
and trained jointly:

arg min ‖π (x ) − y‖ + λ‖wr ‖2 + λ‖wv ‖2 + λ‖ws ‖2. (8)
Once the DVSF model is trained, the prediction ŷ can be obtained
as follows:

ŷ = π (x ). (9)

3.6 Implementation Details
In sequential networks, three FC layers with 512 hidden units are
adopted to capture the features from the three-way representation
learner, then a concatenat layer is used to combine the three outputs
as one, which is fed into the R-FC layer. Sequential networks are
built by stacking two layers of R-LSTM. �e number of hidden units
of R-LSTM is also set to 512.

Table 1: E�ect of stroke completeness

Percentage of strokes Acc@Top-1 Acc@Top-5
40% 55.3% 81.3%
50% 62.4% 85.9%
60% 65.1% 90.0%
70% 67.4% 90.0%
80% 70.6% 91.7%
90% 73.0% 91.2%
100% 75.1% 93.3%
80%+90%+100% 75.7% 93.6%
40%+60%+80%+100% 73.0% 92.5%
60%+80%+100% 76.5% 94.9%

(1) �e results of the �rst part are obtained by single Resnet-18 with di�erent
percentages of stroke completeness. (2) �e results of the second part are obtained
by k-way representation layer combined with average pooling.

�e DVSF model is implemented with the publicly available
machine learning toolkit, Torch1. �e mini-batch size is set to 32
and the initial learning rate is 0.1, which will be decreased by 10
times every 30 epochs and the total number of training epochs is
set to 90. All experiments are trained by stochastic gradient descent
(SGD) with 0.9 momentum and 0.0001 weight decay. It takes around
10 hours to train the DVSF model on a workstation with Intel I7
processor and dual NVIDIA TITAN X GPUs.

4 EXPERIMENTS
4.1 Dataset and Evaluation Metric

Dataset. TU-Berlin sketch dataset [6] is a benchmark dataset,
which has been widely used to evaluate the performance of sketch
recognition [6, 21, 30, 31, 34]. �ere are 250 object categories in the
dataset, which cover the most commonly used daily objects. In each
category, 80 sketches are collected by person drawing. Totally, there
are 20,000 sketches in the dataset. In the experiments, the sketch
dataset is split into three parts for training, testing and validation,
containing 70%, 20% and 10% of sketches, respectively.

Evaluation Metric. In our sketch recognition task, the recogni-
tion accuracy is used as the evaluation metric. �e Acc@K is the
percentage of sketches whose true-match photos are ranked in the
top K results. Since similar sketches are easily to be incorrectly
recognized, top-1 and top-5 accuracy is employed to evaluate the
model.

4.2 E�ect of Individual Components
In this subsection, we will analyze the performance of individual
components in DVSF model.

4.2.1 E�ect of Stroke Completeness. To evaluate the e�ect of
the stroke completeness, we conduct experiments by changing the
percentage of stroke completeness from 40% to 100%. Residual
networks with 18 layers (Resnet-18) [9] are adopted for sketch
classi�cation. �e results are listed in Table 1. From this table,
we can see that the completeness percentage has a substantial
impact on the recognition accuracy. �e top-1 and top-5 accuracy
is only 55.3% and 81.3%, respectively, when 40% of strokes are
available. When incomplete strokes or rough contours are partially
1h�p://torch.ch/
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Figure 6: �e distribution maps based on T-SNE demonstrate the discrimination of the features.
Table 2: Performance comparison of individual components
in DVSF model

Method Acc@Top-1 Acc@Top-5
Resnet-18+FC 77.1% 94.5%
Resnet-18+R-FC 78.4% 94.4%
Resnet-18+LSTM 76.7% 93.5%
Resnet-18+R-LSTM-I 78.2% 94.5%
Resnet-18+R-LSTM-R 78.7% 94.7%
Resnet-18+R-LSTM-R+R-FC 79.6% 95.3%

appeared, the information is pre�y limited, from which it is di�cult
to recognize the objects. �e accuracy increases when more strokes
are included, especially for the top-1 performance. �e top-1 and
top-5 accuracy reaches 75.1% and 93.3%, respectively, when all
strokes of a sketch are fully appeared. It becomes easier to recognize
the objects, when more strokes are included.

In addition, we test the performance using di�erent combina-
tions of completeness percentage of stroke images, which are listed
in the second part of Table 1. �ree-way representation layer com-
bined with average pooling (RLA-3) is adopted for classi�cation,
and two intervals, i.e., 10% and 20% are employed in the experi-
ments. �e top-1 accuracy of RLA-3 with the interval of 10% is
75.5%, having li�le improvement compared to Resnet-18. RLA-3
with the interval of 20% achieves be�er performance, which has
76.5% and 94.9% for top-1 and top-5 accuracy, respectively. Because
the outlines of three sketches are very close with small intervals,
and models trained by the sketches obtain similar weights and
outputs, the fusion results have limited improvement compared
to single Resnet-18. �e average pooling fusion integrates scores
produced by low completeness percentages of stroke images, lead-
ing to the drop of �nal accuracy of RLA-3. We can �nd that the
accuracy of 40% of strokes is pre�y low, so the �nal fusion score
of 4-way representation learner is dropped a�er integrating with
the score produced by 40% of branch. �erefore, we do not add the
intermediate stages lower than 60%. According to the experimental
results, the interval of 20% is selected to construct the input batch.

4.2.2 E�ect of R-FC. First, we evaluate the performance of R-
FC, which is listed in Table 2. FC layer is used to fuse the features
produced by three-way representation learner, which acts as the
baseline (Resnet-18+FC). When FC layer is replaced with the pro-
posed R-FC (Resnet-18+R-FC), it achieves 78.4% top-1 accuracy.
Two activations of R-FC map the features to di�erent non-linear
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Figure 7: �e e�ect of training epochs.

spaces, making it more e�ective than FC in the global and local
feature fusion.

To explore the feature discrimination of R-FC, experiments on
feature visualization are conducted based on T-SNE [17]. T-SNE re-
duces the features from high dimensions to two dimensions, so that
the feature distribution can be illustrated in a 2D coordinate sys-
tem, from which the distance between categories can be observed.
We randomly select eight categories from the dataset, which are
labeled with di�erent colors. �e features using AlexNet, Resnet-15,
Resnet-152 and Resnet-18+R-FC are extracted, respectively. �e
results are illustrated in Fig. 6. From this �gure, we can see that
R-FC features have the best performance. �e features are closely
grouped into several clusters, and di�erent clusters have relatively
obvious boundaries. It is easy to �nd that Resnet-18+R-FC features
are discriminative, which outperform Resnet-18+FC. �is demon-
strates that R-FC captures the visual pa�erns of sketches well.

4.2.3 E�ect of R-LSTM. Here, we verify the performance of
R-LSTM. �e performance comparison is also listed in Table 2.
Resnet-18+LSTM utilizes LSTM units to build sequential networks
and model the stroke order of sketches. It has similar performance
as RLA-3. Resnet-18+R-LSTM is similar to Resnet-18+LSTM, but
LSTM units are replaced by R-LSTM units. When the Residual
LSTM is adopted, the performance is boosted. R-LSTM-I and R-
LSTM-R adopt identity mapping and ReLU mapping as the skip
connection, respectively. ReLU activation suppresses the negative
values and o�ers the sparsity for the networks. �e results show
that ReLU mapping is be�er than identity mapping. In addition, the
relationship between training epochs and testing error is illustrated
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Figure 8: Top-5 scores of visual networks, sequential networks and average pooling, respectively.
in Fig. 7, which demonstrates that LSTM with residual architecture
(R-LSTM) can learn faster and be�er than original LSTM.

4.3 Case Study
In this subsection, we give four examples to demonstrate the top-5
scores of visual networks, sequential networks and average pooling,
respectively, which are illustrated in Fig. 8. In the experiments, we
utilize R-FC unit and R-LSTM-R units to build visual networks and
sequential networks, respectively, and they are used to extract the
scores. As we can see, the distributions of top-5 scores produced by
visual networks and sequential networks are inconsistent, which
complement each other, since they model the information from
di�erent aspects. Average pooling fusion is a common way to
combine these two factors. For example, the sketch of crab is
correctly recognized by visual networks, but falsely detected by
sequential networks, which regard it as a frog. On the contrary,
the sketch of cannon is falsely recognized as binoculars by visual
networks. To some extent, they are visually similar. Fortunately,
it is correctly recognized with sequential networks based on the
pa�ern of stroke order. With the combination of visual networks
and sequential networks, they can correctly recognize these objects.

4.4 Comparison with CNN Baselines
Since DVSF model is derived from CNN, we compare it with four
popular CNN baselines to evaluate its performance: 1) AlexNet
[13], the �rst deep networks for computer vision with �ve convolu-
tional and three fully-connected layers; 2) VGGNet-BN VGGNet
[22] with extra batch normalization layer; 3) Resnet-18, Resnet-
34 and Resnet-152 [9] are residual networks with 18, 34 and 152
layers, respectively. 4) WRN28-12 [33] is the 28 layers of Wide
Residual Net (WRN) with the width factor as 12. �e source code of
WRN is originally employed to classify CIFAR-10 and CIFAR-100
datasets [12], in which the image resolution is only 32 ∗ 32. For
images with 224 ∗ 224 or other sizes, the last average pooling size
on the top of WRN is not suitable for previous feature maps. To
utilize WRN for sketch recognition, we add three 3 ∗ 3 max pooling
layers a�er the stages of one, two and three, respectively, to down
sample the feature maps. �e performance comparison is listed in
Table 3.

AlexNet obtains only 67.1% top-1 and 86.7% top-5 accuracy,
which has the worst performance among all deep models due to its
limited parameters. �e small scale of the networks is not able to
capture such complex pa�erns for sketch appearance. VGGNet-BN

Table 3: Performance comparison with CNN baselines and
state-of-the-art approaches.

Method Acc@Top-1 Acc@Top-5
AlexNet [13] 67.1% 86.7%
VGGNet-BN [22] 75.6% 93.7%
Resnet-18 [9] 75.1% 93.3%
Resnet-34 [9] 76.2% 93.8%
Resnet-152 [9] 76.3% 93.8%
WRN28-12 [33] 76.9% 94.3%
BOF+SVM [6] 54.3% N/A
FisherVector [21] 66.0% N/A
SketchANet [31] 74.1% N/A
SketchANet [30] 77.2% N/A
DVSF 79.6% 95.3%

has more layers and consequently a large number of parameters are
involved, which boosts the performance. It achieves 75.6% top-1
and 93.7% top-5 accuracy, more than 10% improvement compared
to AlexNet. Resnet-18 has slightly worse performance compared to
VGGNet-BN. Meanwhile, Resnet-34 and Resnet-152 have slightly
be�er performance. When the scale of networks is large enough,
the contribution of increased layers is relatively small, even though
residual networks have 152 layers. It is a solid justi�cation for us to
utilize Resnet-18 as the branch of three-way representation learner
to trade-o� the computational cost and the performance. WRN28-
12 achieves pre�y good performance, since it is a very large scale
deep network. By integrating the visual appearance and temporal
pa�erns, the proposed DVSF model outperforms other baseline
methods.

4.5 Comparison with State-of-the-art Methods
To verify the e�ectiveness of the proposed DVSF model, we compare
it with the following state-of-the-art approaches: 1) SketchANet
[31] is a multi-scale and multi-channel framework for sketch recog-
nition. Two versions of SketchANet are used for comparison, the
original one [31] and the pre-trained version [30]. For be�er per-
formance, SketchANet [30] is pre-trained on a large number of
edge images extracted from ImageNet dataset. 2) BOF+SVM [6]
uses the bag-of-feature model to encode the features and classi�es
them with SVM. 3) FisherVector [21] is based on SIFT descriptor
and Fisher Vector is used to encode the local features. Since the
compared methods [6, 21, 30, 31] do not report the top-5 accuracy,
and the source codes for these methods are not publicly available,
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Figure 9: Sketch based image retrieval.
the results are directly imported from their works. We can only
compare the top-1 performance in this experiment. �e details of
the results are listed in Table 3.

Generally, our proposed DVSF model performs the best, which
signi�cantly outperforms the CNN based method SketchANet, and
the hand-cra�ed feature based methods, BOF+SVM and FisherVec-
tor. BOF+SVM and FisherVector only obtain 54% and 66% top-1 ac-
curacy, respectively, much lower than DVSF model and CNN based
methods. Compared to traditional hand-cra�ed features, deep learn-
ing approaches automatically learn the sketch pa�erns, o�ering
promising performance. �e original and pre-trained SketchANet
achieves 74.1% and 77.2% for top-1 accuracy, respectively. It demon-
strates that the multi-channel and multi-scale structure is robust
for sketch recognition. With the assistance of ImageNet dataset,
the pre-trained SketchANet has be�er performance then the orig-
inal version. SketchNet [34] is another recently proposed sketch
classi�cation framework, which achieves excellent performance.
Unfortunately, because there is no open source code available, and
it is trained with private auxiliary dataset, we cannot compare with
it. Our DVSF model achieves the best performance, which out-
performs SketchANet even though it is trained without auxiliary
dataset.

4.6 Sketch-based Image Retrieval
To further verify the performance of sketch recognition, we build
a semantic retrieval system based on DVSF model. A real image
dataset is collected from Google image search with 250 categories,
corresponding to the same categories in TU-Berlin dataset. Each
category contains more than 100 real images, and the whole dataset
includes more than 30,000 images. We train a GoogLeNet [24]
model using the real image dataset, then extract the score vectors
of real images. Each dimension of the score vector is treated as a
visual word, and then an inverted index is constructed based on
them. In the retrieval stage, we utilize the DVSF model to extract the
sketch score vector and use the top-5 scores as a “visual sentence”
to retrieve the results.

�e retrieval results for six examples are illustrated in Fig. 9.
From this �gure, we can see that the semantic retrieval o�ers high

precision. �e retrieved results of the windmill, TV set and alarm
clock are 100% semantically correct. For the sketch of bicycle,
although the retrieved results are visually similar to it, some of
them are not exactly the bicycle. Cannon is mistakenly recognized
as bicycle, because it also has two wheels. Two returned images are
motor bicycles, which are visually similar. One interesting result is
that two bicycle pictures printed on the ground are also retrieved,
which are semantically and visually relevant to the bicycle. �e
sketch retrieval for standing bird is not so satisfactory. �e returned
results contain di�erent species of birds, including duck and cock.
However, �ne-grained object recognition is still a challenging task.
For certain categories, it is even hard for human beings to discern
the di�erence. �e sketch only contains limited information and
critical details are partially or even totally absent, from which it is
di�cult to distinguish the �ne grained categories.

5 CONCLUSIONS
In this paper, a novel sketch recognition model is proposed, which is
based on CNN and R-LSTM networks to capture the visual and tem-
poral pa�erns of the sketches. �e experiments demonstrate that
the proposed model outperforms the cu�ing-edge sketch recogni-
tion methods. Although promising performance has been achieved,
there are still many issues to be further explored, such as the stroke
interval, the structure of R-LSTM and the score fusion scheme. In
addition, the sketches are carefully drawn in current dataset, which
are relatively comprehensive. However, in reality, users usually
draw rough sketches with less and inaccurate strokes on touch
screen devices. To explore this scenario, we will further re�ne the
framework and design more practical solutions in our future work.
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