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ABSTRACT
This thesis investigates several aspects of Virtual Director
technology, i.e. software capable of intelligent real-time se-
lection of live media streams. It addresses several research
questions in this interdisciplinary field with respect to how a
generic Virtual Director framework can be constructed, and
how its behavior can be modeled and formalized to real-
ize professional applications with many parallel users within
real-time constraints. Prototypes have been built for the ap-
plications of group videoconferencing and live event broad-
cast. The engine executes cinematic principles aiming to
enhance the user experience. In group videoconferencing, a
Virtual Director aims to support communication goals by se-
lecting from multiple available streams, i.e. automating cuts
between shots according to the communication situation. In
event broadcast, it enables personalization by framing, an-
imating and cutting virtual camera views as cropping from
a high-resolution panorama. While the technical approach
and framework has been evaluated in lab experiments, fur-
ther evaluation involving potential users and cinematic pro-
fessionals is ongoing.

Categories and Subject Descriptors
C.2.4 [Distributed Systems]: Distributed applications;
H.4 [Information Systems Applications]: Miscellaneous
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1. VIRTUAL DIRECTOR TECHNOLOGY
The increase of services based on live video streams is

very visible to users through a high rate of new multimedia
applications with ever-improving audiovisual quality. New
forms of content personalization can be enabled by intelli-
gently cutting live AV sources. Since such personalization
can not be executed by human operators on a large scale,
intelligent Virtual Director software metaphorically aims to
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replace the work and knowledge of a live TV broadcast team.
This concept is a key enabler for immersive experiences on
top of that, and might enable future research advancements
such as novel media formats and consumption paradigms.

This work explores the concept of Virtual Director sys-
tems and aims at research progress towards flexible re-usable
software frameworks that can be adapted to a specific pur-
pose by exchanging the production grammar, the Virtual
Director’s formalized behavior. This work reveals and ad-
dresses a set of research challenges regarding both the soft-
ware framework and behavior definition aspects. Which
technical approaches exist for implementing such software,
what are their advantages and limitations? How could a
generic Virtual Director framework be constructed that is
capable of realizing professional large-scale applications, with
a high number of parallel users, and tight real-time con-
straints? How can the execution of cinematographic princi-
ples in real-time media stream selection be automated? How
can complex sets of Virtual Director behavior be modeled
and formalized? How can it be designed such that it sup-
ports the users’ aims best?

This paper discusses several aspects of this work on Vir-
tual Director technology for the distinct domains of video
communication and broadcast production. Before practical
goals such as engineering a concrete Virtual Director be-
havior on an aesthetic level that meets user expectations
can be taken on, underlying technical challenges need to
be addressed. While this work builds to a certain extent
on research using recorded multimedia content (for example
[15]), it entirely focuses on applications using real-time live
streams and their specific challenges, for example regarding
delays in content transmission and user interaction. The re-
quirements for a Virtual Director application in real-time
scenarios are very challenging, and considerably different
from remixing or abstracting recorded content. In this work,
the audio-visual aesthetics and quality of automated cine-
matic principles are essential, unlike e.g. many surveillance
applications based on different criteria and strictly profes-
sional users.

Even though the two domains of mediated communication
and personalized event broadcast are significantly different,
a common technical approach is sought. Each of these do-
mains has specific requirements regarding the expected QoE
delivered to the users, however, and each concrete produc-
tion/setup requires a (domain-)specific set of Virtual Direc-
tor behavior.

The focus so far was on understanding the concept’s po-
tential and limitations, and on developing a suitable tech-
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Figure 1: Generic workflow and sub-processes of a
Virtual Director.

nical approach with the long-term research goal of creating
a flexible Virtual Director software framework and behavior
engineering methodology in mind. Software prototypes for
both aforementioned application domains have been devel-
oped and applied. The prototypes execute dedicated Virtual
Director behavior and are integrated with related system
components in the realm of three larges research projects.

One of the thesis’ core contribution is work on semantic
lifting, i.e. on the semantic abstraction of low-level real-time
information streams in order to inform the decision-making
processes. In other words, this refers the understanding of
the situation covered by the Virtual Director, i.e. the com-
munication actions and patterns in one application domain,
the actions going on in the scene in the other. Many ap-
proaches have been proposed for the detection of interesting
events in video streams, e.g. a visual stream approach in
[21]. An overview has been compiled recently in [7]. A Vir-
tual Director’s semantic lifting process however is typically
operating at a very abstract level and has a slightly different
aim, since it is triggering cinematic rules as a direct reaction.

Evaluation regarding both domains has been conducted
via lab experiments and interviews, and initial results have
been published as evaluation work is ongoing. While the
Virtual Director concept is certainly bounded by practical
limitations regarding the automation of human intuition, an-
ticipation and creativity, several application domains are ob-
vious candidates to exhibit added value to the users, most
importantly through increased interaction possibilities and
novel forms of personalization in the realm of live AV streams.

2. APPROACH AND ARCHITECTURE
Multiple technical approaches have been investigated in

order to address the challenge of a flexible Virtual Director
system that is both capable to reason with its information
sources in real-time, and to take meaningful decisions based
on them. One option is to represent the Virtual Director
behavior in RDF/OWL, and to utilize Description Logics
based reasoning and (Jena) rules. While the approach is
well suited for static modeling of a production domain, ex-
periments resulted in the conclusion that available reason-
ing frameworks are not fast and scalable enough for the re-
quirements envisioned – see [9]. Ultimately, a rule-based
approach was selected in combination with event process-
ing technology [10], i.e. Complex Event Processing (CEP)
[3] engines.

An abstract Virtual Director workflow is depicted in Fig-
ure 1. Such systems need to be informed about the content
they cover in order to take meaningful decisions. This can
be achieved through automatic content analysis (reported

in [8]), manual annotation via dedicated user interfaces, or
external sources such as the Internet.

A Virtual Director can be regarded as a software frame-
work that executes a set of production grammar, its intended
behavior. On a deeper level, the sub-processes deal with the
distinct challenges of understanding the current situation,
and of taking appropriate decisions based on that. While
the concrete architecture depends on the intended personal-
ization capabilities and user interaction requirements, three
generic sub-processes of a Virtual Director are:

• Semantic Lifting: Understanding the scene or sit-
uation by semantically abstracting the low-level cue
stream the Virtual Director is receiving through its
sensors. Events and actions need to be detected that
are on an abstraction level that allows to trigger Vir-
tual Director behavior.

• Camera Framing: In order to achieve high QoE,
cinematographic principles shall be applied. One key
aspect is how to frame both static and moving shots.
This is especially relevant if cropping from high-res
cameras are utilized.

• Decision Making: Since the core added value of Vir-
tual Director technology is grounded in the ability to
personalize in real-time, efficient decision making is im-
portant. In contrast to a human production team, a
Virtual Director can take a large amount of decision
in parallel, enabling to take personalized decisions for
every user or playout device.

The following Sections 3 and 4 discuss work in the two
selected application domains in more detail.

3. GROUP VIDEOCONFERENCING
Enhancing social group communication through an or-

chestrated audiovisual link is a multifaceted and interdis-
ciplinary research challenge. Within the European research
projects TA21 and Vconect2, Virtual Director prototypes
have been built and evaluated [4, 18]. The so-called Orches-
tration Engine aims to support the communication goals of
larger groups linked by an audio and video connection. As
too many media streams are available (cp. [19]), this Vir-
tual Director selects those most useful and enjoyable to the
participants in order to support individual communication
goals. Usefulness was measured by measuring the users’ ef-
fectiveness in a task/game [6]. Experiments found that it
does also influence the communication itself through its de-
cisions. Support for validity of the concept has resulted from
initial manual camera selection experiments [18].

The Virtual Director’s role can be compared to human
directors in live TV broadcast, calling the shots in a video
conference in that case. Here, real-time constraints are even
more crucial, since content delay affects bidirectional com-
munication strongly. Social videoconferencing platforms for
informal group communication vary in setup, using multiple
microphones, loudspeakers, cameras and screens. Besides
other social communication goals, one aim is to achieve a
telepresence effect, i.e. to lose the feeling of communicating
from distant locations.

1http://www.ta2-project.eu/
2http://www.vconect-project.eu/
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Figure 2: Simultaneous virtual cameras as crops from high resolution panoramic video. The Production
Scripting Engine frames shots based on its understanding of what is happening in the scene, as suggested by
its semantic lifting sub-process.

Intelligent shot selection on that end aims to make sure
the most relevant communication partners are visible large
enough and at the right time. A high-quality full screen
close-up shot for example allows to grasp also non-verbal
communication cues well, which seems to be important es-
pecially for observing the communication partners reactions.

The domain is strongly related to business videoconfer-
encing solutions such as Cisco’s, but aims to support dif-
ferent communication processes and values (agenda-based,
non-verbal communication less important). Videoconferenc-
ing has been looked into from many research angles. The use
of multiple cameras to capture a person compared to current
popular solutions like Skype and Google Hangouts has also
been proposed by [20], but is available only in professional
videoconferencing systems so far. While a lot of work has
been reported with respect to eye gaze improvements and
even 3D content capture (see [12]), this work is focusing on
automatic shot selection.

One key advantage of being able to choose between multi-
ple cameras that was investigated as part of this work is to
select the most suitable camera view depending on the com-
munication situation. While a frontal camera view might be
most useful when speaking to someone directly, a dialogue
between third parties is better shown from side angles. More
detailed experiment results are reported in [18] and [10] and
[6].

Regarding the semantic lifting sub-process, our current
approach is to aim for understanding communication pat-
terns, with turn taking events and patterns as the core con-
cept to trigger camera selection decisions [5]. While both
audio and video content analysis results are processed as
real-time event streams, only the visual output is steered
by the engine so far. To personalize dynamic content selec-
tion, static or dynamic information about the users may be
exploited. From that end, we started analyzing communica-
tion behavior of users in social media, with the ultimate goal
to predict conversation patterns such that they can be ap-
plied to camera selection in the video conferencing domain
[16].

A future aim is to support dynamic communication topolo-
gies, intelligently mediated branching of side-conversations,
which means that a sub-group from a communication session
shall be able to create a separate communication space and
come back to the main branch later. Another current fo-
cus is the integration of social videoconferencing with Social
Network platforms, and the integration of the social group
communication process with shared media consumption.

4. BROADCAST PRODUCTION
In a second application domain addressed by the Fasci-

natE3 project, a Virtual Director for live event broadcast
[11] has been implemented, based on a scene-capture ap-
proach [13] using multiple microphones and a 180 degree
panoramic camera, the OMNICAM [17]. See Figure 2 for
an example frame with virtual cameras. The system auto-
matically produces individual content streams for different
playout devices and user preferences, i.e. mostly static or an-
imated cropping from the high-resolution panoramic video.
Viewers may watch different parts of the scene, based on
their interests. This Virtual Director is informed by au-
tomatic content analysis (e.g. reported in [8]) and manual
annotations. Manual input indicates the occurrence of high-
level events not directly observable by content analysis, and
manages virtual cameras.

For the prototype, called Production Scripting Engine,
camera selection behavior was designed and implemented
for the domains of soccer and dance performance, and dif-
ferent manual annotation strategies have been tried out to
inform it. While high-level actions could be observed well
by human operators in the soccer domain, the annotation
of virtual camera candidates proved to be more useful in
the dance domain, where few high-level concepts could be
found that appeared to be intuitive enough to observe and
annotate.

This work extends previous efforts by other researchers,
many of which chose to work with sports content. Most
work, however, is processing the media content in recorded
form, not in real-time. Impressive results have been achieved
within the APIDIS project (see e.g. [1]), though in different
setups than this work. They utilized and registered multiple
cameras in order to achieve stable player tracking for basket-
ball matches, which is not possible to achieve when working
with a limited set of camera angles, as conclusions and other
issues occur. Daniyal and Cavallaro [2] also developed an al-
gorithm for automated camera selection and used a Turing
test to evaluate the quality of the output. Patrikakis et al.
[14] aimed to create context-aware and personalized media
in real-time streaming environments for broadcasting appli-
cations. Their approach is to allow users to create their own
Virtual Director and to exploit the user profiles for camera
selection decisions.

Evaluation confirmed that the quality of the visual deci-
sions of the current prototype cannot compare with profes-

3http://www.fascinate-project.eu/
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sional production teams and is lacking in perceived creativ-
ity, storytelling skills and intuition. Still, reasonable appli-
cation areas exist. A Virtual Director provides the advan-
tage of quicker reactions to low-level cues, and consistency
in decision-making that is hypothesized to result in a more
reliable experience. The main advantage of Virtual Direc-
tor technology for live event broadcast, however, are the
manifold possibilities to personalize camera selection to the
benefit of the user. The concrete options depend on the pro-
duction domain, and need to be made available to the users
through an interface.

In initial user evaluations, we found that user expecta-
tions depend on the production domain. For some they are
very high, as they are based on experience consuming pro-
fessionally scripted and edited TV programmes. Still, both
production professionals and unskilled users participating
in evaluation interviews were able to ignore superficial defi-
ciencies to understand and acknowledge the personalization
opportunities enabled by such technology.

One option to circumvent some of the inherent quality
limitations of the concept would be to go for director de-
cision assisting instead of automatic decision making as a
more short-term goal. While this approach makes sense in
certain broadcasting applications, it could not be applied to
the videoconferencing domain, where human professionals
cannot be involved for economic reasons.

5. STATUS AND OUTLOOK
An efficient technical approach has been proposed that

allows to build Virtual Director systems and to define their
intended behavior. Virtual Director technology, however,
remains a challenging research area.

This works’ core aim is to advance towards the long-term
goal of a generic software framework, a proper formalism
and authoring tools for engineering Virtual Director behav-
ior. Its goal is not to engineer a system with a perfect set
of behavior for a certain application. Since the prototypes’
practical limitations can not be disregarded in user evalua-
tions, the evaluation of the concept is conducted with respect
to several individual aspects as discussed above, rather than
as direct comparison to e.g. a TV broadcast edited by a pro-
fessional director. Quantitative results have been obtained
evaluating both system performance and user goals.

While Virtual Director prototypes have been implemented
successfully based on this approach, a key challenge of the
approach is how to deal with competing and contradicting
principles that need to be resolved dynamically for decision
making [10]. Further future work is to put focus on steering
audio playout, since so far mainly the visual domain had
been addressed.
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