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ABSTRACT
Multimedia data is by nature heterogeneous, conveying semantic
information through multiple cues. Text analysis of closed cap-
tions already brought us understanding of the spoken information.
Today’s advances in computer vision now enable us to look for
relevant semantic information from the visual content of real-world
archives. Combining these two levels of extracted information to
make sense of an archive still remains a challenge. Multiplex net-
works, which model multiple families of interactions in a graph, can
capture and combine both sources of semantics. We can leverage
on these objects to extract hierarchies and integrate them in an
interactive heterogeneous “visual cloud”. Inspired by word clouds,
these clouds allow to grasp visual and textual semantic information
captured from a multimedia collection all at once. The interaction
then enables direct access to the relevant video. We demonstrate
our system with the exploration of a Japanese news archive.
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1 INTRODUCTION
Multimedia analytics, or visual analytics of multimedia data [2],
aims at providing high-level representation of multimedia data and
collections for the purpose of high-end analysis. It can serve the
purpose of helping public figures monitor their public image, of
monitoring media impact,of predicting market behavior, or just
help users better access relevant information and explore a large
multimedia archive.

To that mean, we often need a semantic level of annotation of
videos (or parts of videos) that describes the multimedia document.
Visual analytics has often tackled this task by relying on text anal-
ysis – when text is available from the multimedia data [4]. Recent
computer vision tools now provide reliable enough annotation
means that allow us to build upon. Another challenge then raises
from the visual presentation of this heterogeneous information,
which combines both textual and visual semantic concepts.
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We propose to use multiplex networks in order to model proxim-
ity of query results in a multimedia database. These networks allow
the combination of all sorts of semantic concepts, while offering to
extract hierarchical relationships between them. From this hierar-
chy of concepts, we construct a hybrid “visual cloud” combining
image and textual information extracted from the query results –
that we call FaceCloud (Fig. 1).

Figure 1: Presentation of FaceCloud search results interface,
videos queried from Shinzo Abe’s face.

We use FaceCloud (Fig. 1) to explore queries on a database of
news archived from NHK (the Japanese public broadcast company)
between 2001 and 2013. The database is composed of 30mn-long
news broadcasts, in which we extracted news segments, face detec-
tion and tracking of 139 individuals, and topical extraction for each
news segments. For each query on the database, we generate an
interactive FaceCloud combining text and extracted images, which
allows users to access to individual segments of video and refine
their search on interaction.

2 DESCRIPTION OF THE SYSTEM
A news program usually presents different news stories that we re-
fer to news segments. For each news program, segments boundaries
are detected through a sliding window of topics as provided by the
authors of [3]. For each detected segment (Fig. 2), we further extract
relevant (Japanese) topics with the GooLabs API then translated
with Ms. Bing Translator for convenience.
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We then use our large-scale face detection and tracking frame-
work [6] (Fig. 2). It detects faces in each frame using Viola-Jones[12]
and regroups instances through point tracking [10]. Face-tracks
are then sampled in a few face instances, for each we extract the
OpenFace 128-dim embedding[1], averaged among samples. We
cluster face-tracks with GreedyRSC [5] and manually annotated
3k+ clusters covering about 15k face-tracks in total and 139 unique
public figures. Our database indexes for each video: news segments
(with captions), topics, and face-tracks. A query in this database
can be placed on three criteria: time-frame, faces, and keywords.
Each query returns a subset of documents (news segments) with
their associated semantic concepts (detected faces and topics).

Similarly to Detangler [7], we construct a multiplex network,
in which nodes are news segments, and one layer of edges for
each semantic concept shared by at least two documents. From this
network, we construct the layer interaction network [8], which
is a weighted network of co-occurring layers on edges (Fig. 3). In
this network, a layer becomes a node associated to a computed
entanglement index [8], which translates how much a mixes with
others. Using this weighted layer interaction network, we proceed
to a greedy hierarchical clustering and create a tree of semantic
concepts [9].

From this point on, we can use the formed hierarchy to create a
“visual cloud” [9] (Fig. 4). We first draw the tree as a modified pack
layout [13], in which leaf nodes are also assigned a circle. We use
then use the pack layout positions to initialize a modifiedWordle
tag-cloud algorithm [11]. In order to take images into account, we
extended the algorithm to all 2D shapes and constrained spiral
displacement of each “tag” to the pack layout circles.

The size of each tag and images is mapped to its occurrence, and
its color to the group it belongs to. Because we have a hierarchical
clustering, we can change the number of groups without having
to recompute the layout – it is only a cut in a tree, hence the vi-
sual representation remains stable. Mouse hovering highlights the
neighbors of a concept in the layer network. We also provide a
heatmap-inspired coloring (Fig. 4) to highlight the most entangled
layers in the network (which are not necessarily the most occur-
ring one). While hovering, the entanglement corresponds to the
subgraph induced by the hovered concept [7].

Query results are presented similarly to any search engine query.
A click on a concept in the FaceCloud filters the query results. A
click on a query result loads the news video while positioning it at
the beginning of the segment. We additionally propose a timelime
exploration to locate the resulting documents in the archive, as well
as to filter the query results from a selection.

Figure 2: Preprocessing of the news videos.

Figure 3: Hierarchy extraction from the search results. 1: in-
dexed video segments. 2: multiplex network of results. 3: as-
sociated layer-interaction network. 4: derived hierarchy.

Figure 4: Construction of the visualization. Pack layout
(left), FaceCloud (center), interactive heatmap (right).

3 CONCLUSION
This system allows to interactively explore the database and to
present the content of a search result in a novel way. For example,
by searching for current Prime Minister A. Shinzo’s face detec-
tion occurrences (Fig. 1), filtering results during Prime Minister J.
Koizumi’s terms, we can see at a glance the different stories that put
him in front the politico-media scene were all related to the crisis
management of abduction of Japanese citizens by North Korea.
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