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ABSTRACT
In image retrieval, users’ search intention is usually specif ed by
textual queries, exemplar images, concept maps, and even sketch-
es, which can only express the search intention partially. These
query strategies lack the abilities to indicate the Regions Of In-
terests (ROIs) and represent the spatial or semantic correlations
among the ROIs, which results in the so-called semantic gap be-
tween users’ search intention and images’ low-level visual content.
In this paper, we propose a novel image search method, which al-
lows the users to indicate any number of Regions Of Interest (ROIs)
within the query as well as utilize various semantic concepts and s-
patial relations to search images. Specif cally, we f rstly propose a
structured descriptor to jointly represent the categories, attributes,
and spatial relations among objects. Then, based on the def ned
descriptor, our method ranks the images in the database according
to the matching scores w.r.t. the category, attribute, and spatial re-
lations. We conduct the experiments on the aPascal and aYahoo
datasets, and experimental results show the advantage of the pro-
posed method compared to the state of the arts.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Content Analysis and
Indexing; Information Search and Retrieval.

Keywords
Image retrieval; Attribute; Region of interest; Object layout

1. INTRODUCTION
Image retrieval plays an important role in enabling people to eas-

ily access to the desired images. A variety of retrieval methods have
been developed. The input is of various forms such as text [11], im-
age [5], and sketch [1, 2], to represent the query. However, these
query strategies can only express the users’ search intention par-
tially. For instance, given the query image in Figure 1, users may
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Figure 1: Given the query image, users may be interested in
the object layout highlighted with the rectangle boxes. The ob-
ject layout can be depicted by using categories of objects (car,
tree, house), their attributes (red, green, white), and spatial in-
teractions between them (above, beside). This paper aims at re-
trieving the images having the same layout, including the same
categories, attributes, and spatial interactions.

be interested in the regions of “car", “tree", and “building" (high-
lighted with the rectangular boxes). These regions attract users’
attention because the “car" is above the “building" and “tree" in the
vertical direction, which is not coincident with the usual scenario.
This abnormalism may appear in many images in the internet, such
as photos of the violent conf ict, pictures in the stricken area, etc.
In these situations, users need to search more such images. Further-
more, in real world, each object has its own attribute informations
(such as “red car", “green tree", and “white building", etc). Thus,
in order to express the exact search intentions, it would be better to
also specify the semantic attributes of each object, such as the color
attributes, size attributes, and material attributes, etc. However, all
these mentioned semantic cues cannot be appropriately incorporat-
ed into the textual queries, exemplar images, color or concept maps
[12, 8], and even the sketches. To bridge the “semantic gap" be-
tween users’ search intention and the low-level visual features [10],
we should augment the image search strategies to enable users to
indicate their Regions Of Interest (ROIs) within the query image,
and can handle these high-level semantic concepts as well as the
spatial relations. What’s more, because the number of ROIs within
an image may be more than two, the framework also should deal
with the high-order case. i.e., has the ability to retrieval multiple
ROIs within an image.
In this paper, we propose a novel strategy to improve users’

search experience. The interface we provide to users only requires
users to indicate the ROIs in a selected exemplar query image. The
users’ search intention is automatically ref ned and specif ed by our
proposed method. In particular, after obtaining the ROIs, the sys-
tem will infer their categories, attributes, and spatial relationships.
With the inference, we consequently constitute a high-order seman-
tic structure to represent the query and then retrieve the similar im-
ages from the database. The f owchart is illustrated in Figure 2.
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Figure 2: Illustration of our framework. Note that our method
is an unsupervised framework, which is different from the
work in [7]. In their work, the CRF is used to construct a sim-
ilar triple with ours. Moreover, ours aims at image retrieval,
while [7] aims to generate sentences to describe images.

In summary, the contribution of this paper is two-fold: 1) We
present a novel image search strategy that not only allows users to
indicate their ROIs, but also can properly handle various high-level
semantic queries and spatial relations. 2) We propose a structured
descriptor to jointly represent the categories, attributes, and spatial
relationships among objects, and design a ranking method to ac-
complish the image retrieval. The rest of this paper is organized as
follows. In Section 2, we detail the proposed framework. Section 3
reports the experimental results, and Section 4 gives the conclusion.

2. PROPOSED FRAMEWORK

2.1 Structured Description for Images
To represent the images, we f rst train the classif ers in terms of

category and attribute using SVM. When users indicate their ROIs,
the low-level features of the corresponding bounding boxes are ex-
tracted. These features are input to the SVM classif ers to infer the
category and attribute labels of the ROIs.
To encode the spatial interactions between two instances, we pro-

pose a matrix-based representation method. Suppose there are F
instances within an image labeled by R different category labels
(R ≤ F ), each instance is assigned a category label ranging from
1 to Q and the attribute label ranging from 1 to M. Thus, a F ×
F matrix is established. We then compute the location prior be-
tween each category pair via statistically analyzing the training set.
For example, the prior may be “sky" should be above “building".
Based on this prior, we next compare the location of two instances.
If they satisfy the prior, the corresponding location in the matrix is
set 1, otherwise, the value is set to -1. If two instances have the
same category labels, the value is 0. The matrix is corresponding
to a f xed location relationship. If users want to add a new location
relationship (for example, the horizontal relationship), they need to
compute the corresponding prior in horizontal direction, and then
use another matrix to represent it.
We select arbitrary three instances that have different category

labels to construct a triangle. In the triangle, each vertex point is
associated with an instance ( xi, xj , xq), and the corresponding val-
ue indicates its category label (i, j, q, and i 6= j 6= q). As a result, it
will produce totally

(

R

3

)

different triangles to vary with the values
in vertex (R ≥ 3). If R < 3, we add 0 to the corresponding vertex,
and still use a triangle to represent it. Note because a category la-
bel may be assigned to multiple instances, the number of triangles
within an image will be above

(

R

3

)

. In addition, we assign a M di-
mensional binary vector to each vertex to represent the attributes of

the corresponding instance, where 1 denotes the instance has this
attribute, and 0 denotes the instance does not have this attribute. If
the value of vertex is 0, we assignM zeros to it.

2.2 Image Ranking Based on Triangles
We use the above triangle to represent each image in the dataset.

In this way, the image retrieval problem is converted into a triangle
matching problem. In order to solve this problem, we f rst def ne a
category distance matrix to represent the semantic correlation be-
tween each two categories. Specif cally, we use Eq.1 to compute
the correlation strength between two categories:

θij = logP00P11

P10P01

, (1)

where Pij denotes the probability when i={0, 1}, and j={0, 1}.
By using the above formula, we obtain a Q × Q matrix. If two

categories are relevant, the corresponding value in the matrix will
be large (In the diagonal, the value is largest, because the category
is the most relevant with itself). Based on the proposed category
distance matrix, we could search the most relevant category ac-
cording to a given category. In this way, the objects between two
triangles will be assigned. We use the category matched score St

to represent the matched degree between the query triangle and the
t-th triangle in dataset. St is def ned by the number of objects that
are exactly correctly matched with the query triangle.
After the above steps, we assign the objects of query triangle

with the objects of the triangles in dataset. Next, we compute the at-
tribute matched score Rt between the corresponding objects. Sup-
pose yi, yj and yq are the attribute vectors of the query objects, and
y′i, y

′

j and y
′

q are the attribute vectors for the assigned objects.

Rt =
∑

([yi, yj , yq]
T ⊙ [y′i, y

′

j , y
′

q]
T ), (2)

where [yi, yj , yq] denotes concentrating the yi, yj , yq into a long
vector. ⊙ denotes the xnor operator. Eq.2 computes the similarity
of the attributes between query triangle and triangles in the dataset.
Consequently, we compute the spatial matched score. Suppose

the spatial vector of query triangle is zp, and the spatial vector of
the t-th triangle is zt. zp and zt both compose of 1 and -1. We
use the following formula to compute the spatial matched score:
Qt = ‖zi−zj‖. In order to incorporate St,Rt, andQt to represent
the match degree of images, we normalize St, Rt, and Qt. The
f nal matched score of the t-th triangle is:

Ft =

n
∑

j=1

θjψj(I, q), (3)

where ψj is one metric between the image in the database and the
query image. In this work, we only explore the St, Rt, and Qt in-
troduced above. θi, i = 1, ..., n are weight parameters. According
to Ft, we can rank the triangles in the dataset, and search the most
similar images with the query image.

3. EXPERIMENTS

3.1 Dataset
Two benchmark datasets: aPascal dataset [3] and aYahoo dataset

[3] are used in our experiments. aPascal is built based on the Pascal
VOC 2008 dataset by assigning the attribute labels to each image
within it. There are totally 4340 images in the dataset, which are
split around 50% train/val and 50% test. In our experiment, we use
the 4340 images as our search database, and random select some
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Figure 3: Four example triangles are illustrated. In each trian-
gle, if the number of different categories is less than 3, we use
“NULL" to replace the corresponding nodes (as shown in (a)
and (c). If there are multiple identical instances, we use multi-
ple triangles to represent them (as shown in (b)).
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Figure 4: Performance curves. (a), (b), (c) list the comparisons
between different methods under the f rst-order, second-order,
and third-order cases, respectively. The average score under all
cases is illustrated in (d). “Prediction" denotes the output using
inferred category and attribute labels by our method.

images as the queries to accomplish our task. The aPascal dataset
contains 20 categories and 64 attributes, covering 10,363 annotat-
ed objects. As for aYahoo dataset, there are totally 2237 images
downloaded from the internet by using Yahoo search engine. 12
categories and 64 attributes are used to label the 2267 objects. The
detailed names of corresponding categories and attributes can be
found in [3]. To fairly compare the different retrieval methods, in
our experiment, we assume the ground truth bounding box of each
object have been detected perfectly in both the aPascal and aYahoo
dataseets, and conduct our experiments on this assumption.
We use the same low-level features as in Farhadi et al [3]. The

base features in [3] contain four types: color, texture, visual words
and edges. They use a bag of words style feature for each feature
type, which results in a 9751 dimensional feature vector.

3.2 Evaluation Metric
To perform the quantitative evaluation, some volunteers are re-

cruited to label the ground truth. Given a specif ed query, the image
retrieval system ranks the images in the database. For each image,
we assign a relevance score to it according to how well the image
accords with the search intention of the task. In our experiment,
the relevance score is def ned in three levels from level 1 to level 3.

Figure 5: Five examples output by our method. The f rst row
lists the query image, where the indicated ROIs are highlight-
ed with the colorful bounding boxes (one color corresponds to
one kind of object). The following ten rows denote the top ten
images ranked by our method.
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Figure 6: Five examples output by text-input method in terms
of the same query used in Figure 5.

Level 3 corresponds to the most relevant (all indicated categories
appear, and the object layout is right), and level 1 denotes the least
relevant (some categories are missed or the layout of objects is quite
different from the query). Level 2 is similar with Level 1, but some
attributes are missed. With the ground truth, the Discounted Cu-
mulative Gain (DCG) is used to measure the performance:

DCG@p = rel1 +

p
∑

i=2

reli

log2i
, (4)

where reli is the relevance score of the image ranked at the i-th
place. p is the depth of DCG, and DCG@p represents the DCG
score when we select the top p ranked images.

3.3 Experimental Results
Some examples of the structured description are given in Fig-

ure 3. We compare two state-of-the-art methods: text-input image
search engine and Region-Based Image Retrieval (RBIR) engine
[9]. For text-input image search engine, we use the ground-truth
category and attribute labels of the ROIs as the input keywords to
search the images. The input of region-based image search engine
is the same as our method, i.e., the ROIs indicated by users. For
the methods above, we both use the ground-truth category and at-
tribute labels. To fairly compare the performance of different im-
age retrieval algorithms, we f rst use the ground-truth category and
attribute labels to accomplish the retrieval task (as done in the text-
input and region-based methods), and then give the performance
using the inferred category and attribute labels. 20 image search
tasks are designed to evaluate the proposed system. In these tasks,
10 tasks involve only one object (f rst-order case), 6 tasks involve
two objects (second-order case), and 4 tasks involve three objects
(third-order case). The second-order and third-order cases contain
the attribute information and the spatial relationship between ob-
jects, while the f rst-order case only contains the attribute informa-
tion. The quantitative experimental results are given in Figure 4.
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Figure 7: Five examples output by region-based method in
terms of the same query used in Figure 5.

The comparisons between different methods under f rst-order case,
second-order case and third-order case are listed in (a), (b) and (c),
respectively. The overall comparison under all cases is given in (d).
From the Figure, we see our method achieves the similar perfor-
mance with the text-input method under the f rst-order case. This
is not diff cult to explain, since our model degenerates into the text-
input model under this case (i.e., searching images only according
to the category and attribute labels). In the second-order and third-
order case, with adding the spatial relationship, the performance of
text-input method drops, and our method gradually outperforms it.
This demonstrates the fact that text-input methods can not handle
the tasks with spatial relationship. In addition, we see the region-
based method works poorly under the f rst-order and second-order
case, this is because RBIR ranks the images according to the sim-
ilarity between the low-level features. Therefore, it can not handle
the high-level semantic information (such as attributes), resulting
in a poor performance. From (d), we see our method achieves the
best performance. The performance of our method using the in-
ferred category and attribute labels (both for query and database) is
also given in the green curve. We see the performance falls some-
where between the text-input model and region-based method.
For the qualitative comparison, we show the ranked results out-

put by our method, text-input image search engine, and region-baed
image search engine in Figure 5, Figure 6, and Figure 7, respective-
ly. In each f gure, the f rst row lists the query image, where the in-
dicated ROIs are highlighted with the colorful bounding boxes (one
color corresponds to one kind of object). The following ten rows
denote the top ten images ranked by the different methods. The
task in the f rst column is conducted on the aYahoo dataset, and the
tasks in the following four columns are conducted on the aPascal
dataset. From top to bottom are two f rst-order cases, one second-
order case, one third-order case, and one case that has two same
objects within an image. We see our method can retain the spatial
relationship between objects. For example, for the task in the third
column, the ROIs can be depicted using “person" is above “horse".
We see the all the searched images contain the ROIs that “person" is
above “horse". For the task in the forth column, the ROIs is depict-
ed using “monitor" is above “bottle", and “bottle" is above “chair".
Similarly, the images having the same layout are also searched by
our method. In contrast, the text-input and region-based methods
can not retain the spatial relationship. We show the qualitative re-
sults based on the inferred category and attribute labels in Figure 8.
From the f gure, we see the categories of some objects are wrong,
limiting the performance of our method. Finding out more accurate
annotation algorithm will promote our method.

4. CONCLUSIONS
In this paper, we have presented the image retrieval problem that

specif ed Regions Of Interest (ROIs). In the ROIs, various high-

Figure 8: Five examples output by our method. The difference
from Figure 5 is that the inferred category and attribute labels
are used here.

level semantic concepts like categories of objects, their attributes,
and the spatial relationship between them were jointly considered
to accomplish the search. Experiments conducted on two bench-
mark datasets showed that our method achieved the best perfor-
mance compared with the state of the arts. Our method can also be
used in the large scale image retrieval, where the object bounding
boxes can be automatically detected using [4], and the categories
and attributes of these boxes can be jointly predicted by our an-
other work [6]. In this way, the categories, attributes and spatial
relations of objects in large scale database can be easily obtained.
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