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ABSTRACT 
In this work, we propose a soccer video annotation approach 
based on semantic matching with coarse time constraint, where 
video event and external text information - match report are 
synchronized by their semantic correspondence along the 
temporal sequences. Different from the state of the art soccer 
video analysis methods which assume that the time of event 
occurrence is given precisely in second, this work solves the 
problem that how to annotate the soccer video using the match 
report with coarse gained time information. Compared with 
previous approaches, the contributions of our approach include 
the following. 1) The approach synchronizes the video content 
and text description by their high-level semantics with coarse time 
constraint instead of the exact timestamp. In fact, most of the text 
descriptions from the famous sport websites provide the coarse 
time information in minutes rather than seconds. Therefore, we 
argue that our approach is more generalized. 2) We propose an 
attack-defense transition analysis (ADTA) based soccer video 
event boundary detection method. The previous methods give 
coarse boundaries which could be refined, or simply give the clips 
with fixed duration which may cause larger bias. The results of 
our method are more in line with the development process of 
soccer events. 3) Different with the existing audio features 
analysis based whistle detection method, we propose a novel 
Hough transformation based whistle detection algorithm from the 
perspective of image processing, which facilitates the game start 
time detection combing with the ellipse detection algorithm, and 
further helps the synchronization of video and text events. The 
experimental results conducted on large amount of soccer videos 
validated the effectiveness of our proposed approach. 

Categories and Subject Descriptors 
I.4.8 [Image Processing and Computer Vision]: Scene Analysis 

General Terms 
Algorithms, Experimentation, Verification. 

Keywords 
Video analysis, event annotation, event boundary detection, 
attack-defense transition analysis, matches report. 

1. INTRODUCTION 
The widespread popularity and tremendous commercial 

potentials of soccer game make automatic event detection and 
annotation essential for querying the semantic content of soccer 
videos. Many works try to annotate video content by the intrinsic 
audio-visual features and complicate learning models. However, 
the gap between low-level features and high-level semantics 
dictates the difficulty to infer detailed event semantics. The 
published results [1] could give simple labels for objects such as 
jersey number of player, field zone, goalmouth, ball etc., and for 
events like goal, shoot, foul, but could not tell us who and how 
scored. External information such as web-casting text [2-4], which 
contains particular description that audio-visual signals lack, 
could be utilized to solve the problem. However, the main issue of 
this method is how to match the text description with video 
content. The most existing works of web-casting text based 
method assume that the text description has accurate timestamp 
(in seconds) [2]. In fact, this assumption is not always valid. Many 
text descriptions from the live broadcast pages only provide 
inexact timestamp in minutes rather than seconds, especially in 
soccer game. So, how to synchronize the text description with 
video content still face challenges.  

Besides, events are video clips, which should be the time 
intervals include semantic start and end boundaries, rather than 
the exact time points. But little studies pay attention on how to 
determine the semantic boundaries of events accurately. Ref. [5] 
limits the event boundary to a shot. The work in [8] first detects 
the event timestamp from web-casting text, then the duration of 
the aligned event clip is fixed to one minute in the time of 
timestamp before and after, which is somewhat arbitrary, 
apparently. References [2, 6, 10] simply take the play-break (PB) 
segments as the coarse boundaries of events. Ref. [9] determines 
the boundaries of event clips on affection arousal curve combined 
with video production knowledge — event temporal transition 
pattern (ETTP), by which the start point of a far view shot is 
regarded as the start boundary of an event. However, the far view 
shot, which usually lasts long time, contains many tedious (non-
exciting) contents that could be further filtered. However, with 
regard to soccer video event summarization and advanced 
applications like resource constrained video content 
transportation, it is very important to provide reasonable start and 
end boundaries for video events. If the duration of detected event 
clip is longer, it may be high redundancy, and needs expensive 
transmission cost. Otherwise, viewers could not enjoy the whole 
exciting moment. So, it is necessary to accurately determine the 
event boundary, which not only covers the whole exciting 
moment, but also has lower redundancy. 
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Figure 1. The proposed soccer video annotation framework. 

In this paper, we propose a robust soccer video annotation 
approach based on semantic matching with coarse time constraint, 
where video content and external text information - match report 
are synchronized by their semantic correspondence along the 
temporal sequences. The proposed soccer video event annotation 
framework is shown in Fig. 1. The match report provides 
semantic-rich description about the interested/highlight events in 
soccer game, while it has inexact time information in minutes. We 
combine text event detection, attack-defense transition analysis, 
synchronization of attack-defense clip and text event to annotate 
the video content and accurately determine the event boundaries, 
which are very important for video summarization, transmission 
and retrieval. Compared with previous works in the related fields, 
the main contributions of our approach are summarized as follows: 

1) The approach synchronizes the video content and text 
description by their high-level semantics with coarse time 
constraint instead of the exact timestamp. In fact, most of 
the text descriptions from the famous sport websites provide 
the coarse time information in minutes rather than seconds. 
Therefore, we argue that our approach is more generalized. 

2) We propose to detect event boundary according to the 
attack-defense transition analysis of soccer game. The 
previous methods give coarse boundaries which could be 
refined, or simply give the clips with fixed duration which 
may cause larger bias. The results of our method are more in 
line with the development process of soccer events. 

3) Different with the existing audio features analysis based 
whistle detection method, we propose a novel Hough 
transformation based whistle detection algorithm from the 
perspective of image processing, which facilitates the game 
start time detection combing with the ellipse detection 
algorithm, and further helps the synchronization of video 
and text events. 

2. TEXT EVENT DETECTION 
Different with the previous works [3, 4] which use web-casting 

text with precise timestamp in seconds, we use match report 
shown in Fig. 2 (both in English and Chinese) in minutes to 
annotate the soccer video. For pages limited, we do not give the 
examples of web-casting text here, readers could find the web-
casting text in [3, 4] or the famous sports websites such as FIFA1 
or ESPNFC2. The characteristics of web-casting text and match 
report are summarized in Table 1. 

                                                                 
1 http://www.fifa.com/clubworldcup/matches/round=259715/matc

h=300260480/playbyplay.html 
2 http://www.espnfc.com/commentary/395752/commentary.html 

Table 1. Comparison of characteristics of web-casting text and 
match report. 

 Web-casting texts Match reports 
Coverage of soccer 
matches 

Important or famous 
matches 

Almost all the matches 

Purity of text 
descriptions 

Almost all the events 
Focus on 
interested/highlight events 

Semantic-richness for 
single event 

Short on details In details 

Presentation style 
Well-defined 
structure 

Freestyle 

Time granularity Second/minute Minute 

Comparing with web-casting text [3, 4], the match report has 
three advantages. Firstly, the coverage of match report is more 
extensively than web-casting text. Only the very important or 
famous soccer matches have web-casting text, while almost all the 
matches have match reports. Secondly, the description of match 
report is more pure than web-casting text. The match report 
mainly focuses on the interesting events, while the web-casting 
text comprises almost all the events and actions, whatever they are 
important or not. In fact, the soccer video structure is loose, and 
the significant events of the game are sparse. Many descriptions, 
such as sb.’s passing force is too large or sb. failed to pick up the 
ball, which are not very interesting descriptions are meaningless 
for soccer video event annotation. The third is that, the description 
of match report is more detailed for single event than web-casting 
text. Given the above, it is more generic to use match report to 
annotate video content, and the results will have richer semantics. 

However, there are two challenges should be solved if using 
match report to annotate the video content. Firstly, different with 
the well-defined structure of web-casting text which is easy to 
analyze, the match report has freestyle structure which is not easy 
to analyze. As claimed in ref. [4], the descriptions of same type of 
events in the web-casting text have the similar sentence structure 
and word usage. So, the predefined or learned keywords could be 
used to definitely recognize the events of web-casting text. But, 
the event description of match report often comprises more 
actions and players, which may make misjudgments using 
keywords matching method. Secondly, the time information of 
match report is not as precise as some web-casting texts, which 
make us cannot employ the timestamps of both video and text to 
synchronize the video content and text description. 

For the first challenge, we treat it as a probability classification 
problem, and the LSI (latent semantic indexing) technology [11] 
is employed to detect text event. Large corpus of texts for each 
type of event in match report are manually collected and labeled 
to train the LSI model. In the classification phase, we first 
segment the match report into sentences according to the 
punctuations including full stop or exclamatory marks which 
mean the end of a sentence, and filter out the irrelevant words 
including the time-word, stop-word, and player or team names. 
Then each sentence is regarded as a query document and mapped 
into latent semantic space to compute the similarities with each 
type of event. The sentence (event) is classified into the type of 
event with the max similarity. In addition, the time information 
and involved players of the query event could be easily extracted 
by the regular expressions and name matching methods, 
respectively. Finally, the text event semantics are represented as 
the four-tuple: , , , ,t e p d  , where t  is the time, e  is the event 

type, p  is the involved player(s), d is the text description. 
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Figure 2.  Examples of match report in minute. (a) English, 
comes from “www.fifa.com”; (b) Chinese, comes from 
“sports.sohu.com”. 

3. EVENT BOUNDARY DETECTION 
In soccer game, when the ball moves from one half side of the 

field to another half side through the mid center zone, it always 
means the start of a new attack-defense phase. Fig. 3 shows an 
ordinary play-break (PB) segment, in which the left half zone, mid 
center zone and right half zone of soccer field are denoted as 1, 0 
and -1, respectively. The '*' marks the moment when the attack-
defense state changes. The last attack-defense change point 
(ADCP) of the PB segment is regarded as the start point of the 
effective attack-defense clip (ADC), whose end boundary is the 
same with the end boundary of the PB segment. 

By this method, the video event boundary could be further 
refined according to the feature of soccer game. The field zones 
could be detected by the slope of field lines [7]. Denote the 
refined event clip as ൏ ,݂ݏ ݂݁ ൐, here, ݂ݏ and ݂݁ are the start and 
end frame, respectively. 

Figure 3. Illustration of event boundary detection (F denotes 
far view shot, M denotes medium shot, C denotes close-up shot, 
O denotes out-of-field shot, R denotes replay shot). 

4. SYNCHRONIZATION OF ATTACK-
DEFENSE CLIP AND TEXT EVENT 

Given the extracted text events and the possible video events 
with definite start and end boundaries, the next task is certainly to 
synchronize the text event description with corresponding video 
event to achieve semantic-rich annotations for soccer video 
content. If the exact time (in second) of the text event is known, it 
is easy to locate the corresponding video clip. The event clip 
which contains the exact time of the text event could be 
considered as the corresponding video clip. This idea is adopted 
by the works in refs. [3, 4], which employ the web-casting text 
with exact timestamp. However, there are many external texts 
including web-casting text and match report only has minute-by-
minute time information. Next, we introduce how to synchronize 
the video clips and text events with coarse grained time 
information. 

Most of the video events usually last twenty seconds to one 
minute or so, that is to say, one minute may contain at most 3 
events. Because of the minute level bias of match report, it is 
difficult to automatically find the correct matching relationship 
between text events and video events. Ref. [8] suggest to perform 
a manually operation first to find a reference frame, and then use 
the length-fixed (one minute) event segment around the reference 
frame to determine the start and end boundary of event. This 
method could find the correct matching relationship, but is labor 
consuming and the boundary is not accurate. We try to first 
determine a location range according to the coarse-grained time 
information of match report, and then find the correct matching 
relationship based on the type of text and video event. Obviously, 
this method has a premise that the start of the soccer video should 
be the start of the game. According to the game rules, the match 
always starts up with the referee’s whistle and players’ kickoff in 
center circle of the playfield. We can detect the game start time of 
soccer video using the two salient features, namely whistle and 
kickoff circle. If the two features appeared in the same time of the 
beginning of the soccer video and last for certain duration, then 
we think the game begins.  

Ref. [12] computed the zero crossing rates (ZCR) of audio 
signal, detected whistle by support vector machine (SVM) 
classifier and an acceptable result was achieved. An improvement 
was made by typical left-right hidden Markov Model (HMM) 
with five hidden states in [13], which utilized the classic audio 
features including Mel-Frequency Cepstral Coefficients (MFCC) 
and Energy. The above mentioned methods detect whistle from 
the perspective of machine learning, which need adequate train 
samples to establish robust models to adapt to complicated audio 
environments. Here, we propose to detect whistle from the 
perspective of image processing, which is different with the 
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conventional audio features based method. The frequency of 
whistle in soccer video is usually in relative fixed range. Figure 4 
shows the time-frequency images of two whistle audio clips in 
soccer video. There are clear white lines in the frequency range 
from 3500Hz to 4500Hz in two figures. Based on this observation, 
the Hough transform (HT) is used to detect line between 3500Hz 
and 4500Hz, if the duration of the line is greater than 0.1 second, 
we think that there is a whistle in the audio clip. 

 

(a) 

 

(b) 

Figure 4. Two examples of grayscale time-frequency image of 
whistle audio clips in soccer video. The vertical and horizontal 
axes denote the frequency and the number of audio frames of 
whistle audio clip. 

Based on the analysis before, a PB segment contains at most 
one event. As shown in Fig. 5, given the k-th text event 

( , , , )k k k k kTE t c p d , the location range starts from three PB 

segments before kt  and ends with three PB segments after kt . In 

this interval, there are five candidate attack-defense clips, we 
should decide which ADC is the most matching event clip with 
the k-th text event. Usually, the type of detected text event is 
creditable. So, we can choose the video clip with the same event 
type as the synchronized video clip with k-th text event. The work 
in ref. [2] designs a vote mechanism to choose the PB clip with 
highest vote score as the synchronized video clip. However, if 
there are two or more PB clips in the search range are classified 
into the same type of event, this mechanism does not work. 

We use the Naive Bayesian classifier to get the most matching 
event. The features considered include the following: (1) replay 
duration (RPD). The duration of replay shot in ADC (in seconds). 
Usually, the replay duration of goal event is longer than shoot, 
while the foul event has the shortest replay duration. The optical 
flow matching algorithm based logo detection algorithm [14] is 
used to detect replays. (2) Excitement (EXC). The max 
excitement level of ADC. The goal and shoot event usually has 
higher excitement than foul event. The excitement value is 
calculated by affection arousal model [9]. (3) Far view ratio 
(FVR). Duration of far view frames divided by the duration of 
ADC. Usually, the foul event has the lowest FVR. (4) Goalmouth 

ratio (GMR). Duration of goalmouth frames divided by the 
duration of ADC. The goalmouth usually showed in goal and 
shoot events, while seldom appeared in the foul events.  (5) 
Whistle (WHS). It is well know that whistle is a strong hint of 
foul or set-piece kick event in soccer game. (6) Caption (CAP). 
The caption text is usually appeared when there is a goal event or 
card event. The discrete cosines transform (DCT) based text 
detection method [15] is used to determine the start and end 
frames of each caption, and only the caption appears at the 
bottom-center of the frame and with sufficient duration is 
considered. 

 Navie Bayesian classifier

P B P B P B P B P

ADC1 ADC2 ADC3 ADC4 ADC5

B

TimelineText event with 
coarse time 
information

ADC that has the max probablity 
is regarded as the matched event

Figure 5. Text and video event synchronization method. (P: 
play; B: break; ADC: attack-defense clip). 

Note that, we only classify the ADC into three event types 
include goal, shoot and foul. The number of text event types 
(Table 3) is more than three. It is hard to recognize more event 
types from the video inherent features by statistical or machine 
learning methods. Here, other event types share the same BN 
structure of the three event types. Specifically, the shoot, corner 
and free-kick events share the same BN structure, and the foul, 
card, offside and substitute events share the same BN structure. 
Finally, the annotation result of k-th event is represented as 

( , , , , , )k k k k k k kA t sf ef c p d , where sf and ef are the start and end 

frame of the video event, respectively. 

Table 2. Soccer video samples. 

5. EXPERIMENTAL RESULTS 

We conducted our experiment on 1056 minutes of soccer 
videos (Table 2), which broadly come from various famous soccer 
matches of the world including the Olympic Games, the World 
Cup, the European Cup, the UEFA Champions League, the Italian 
football Serie A, the Chinese Super League, the English Premier 
League, the German Bundesliga and FIFA Club World Cup. The 
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6000

4000

2000

Num. League-team1 vs. team2-[duration:minutes] 
1 2012 Olympic Games-Spain vs. Japan-[104] 
2 2010 World Cup-Netherlands vs. Spain-[113] 
3 2010 World Cup-Portugal vs. Korea-[109] 
4 2012 European Cup-Portugal vs. Spain-[108] 
5 2010-2011 Serie A-Palermo vs. Rome-[95] 

6 
2011-2012 English Premier-The second half of Manchester City 
vs. Manchester United-[54] 

7 2011-2012 Bundesliga-Bayern Munich vs. Wolfsburg-[110] 

8 
2012 UEFA Champions League-Bayern Munich vs. Chelsea-
[107] 

9 
2011-2012 Chinese Super League-Tianjin Teda vs. Beijing 
Guoan-[104] 

10 
2012-2013 English Premier League-The second half of 
Southampton vs. Manchester United-[51] 

11 
2013 FIFA Club World Cup-Guangzhou Hengda vs. Atletico 
Mineiro-[101] 
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match reports for these games are obtained from 
“sports.people.com.cn”, “sports.sohu.com”, and “sports.qq.com” 
which are the most popular sports websites in China. 

The LSI is trained on large amount of event corpus, including 
201 goal events, 368 shoot events, 70 corner events, 84 free kick 
events, 112 card events, 50 foul events, 20 offside events and 78 
substitute events. The text event detection result is shown in Table 
3. As we discussed in previous sections, the free style match 
report only describes the interested or highlight events, which is 
different with the well-defined webcasting text. For example, 
some foul events, which are not serious and do not affect the 
game process, may not be included in the match report. So, the 
total number of text events detected from match report is smaller 
than the number of video events. The number of events in the 
match report is regarded as the standard number of exciting events.  

Table 3. Text event detection result. 

Event 
Ground 

truth 
Detect 
Num 

Hit P (%) R (%) F (%) 

Goal 38 38 38 100 100 100 
Shoot 198 203 195 96.1 98.5 97.3 
Corner 26 26 26 100 100 100 

Free kick 34 34 34 100 100 100 
Card 48 52 45 86.5 93.8 90.0 
Foul 13 11 10 90.9 76.9 83.3 

Offside 6 8 5 62.5 83.3 71.4 
Substitute 42 40 38 95.0 90.5 92.7 

The semantics of goal, corner and free kick events are captured 
accurately. The F-measure of the shoot event also achieves a high 
score 97.3%. However, the precision and recall rate of the other 
events are lower. There are two main reasons: firstly, the literal 
expression forms of these events are various in Chinese, it is not 
easy to detect the semantics very accurately; secondly, different 
with the well-defined webcasting text which uses the short or 
concise descriptions to clearly tell the event type, the free style 
match report gives more details of an event, which may make 
mistakes. For example, the description that the player shoots on 
the goal in the possible offside position would make mistakes 
between shoot and offside events. Although the text event 
detection results of some events are not very accurate, the main 
advantage of the match report based video annotation method 
comparing with the webcasting text based video annotation 
method is that, the match report is more generic and have richer 
semantics. 

Table 4. Comparison of whistle detection. 

Method Correct False Missed P R 
HT 54 1 9 98.2% 85.7% 

CHMM 49 8 14 86.0% 77.8% 

The proposed HT based whistle detection algorithm is 
compared with typical left-to-right continuous Gauss mixed 
hidden Markov model (CHMM) based whistle detection 
algorithm. In the CHMM, The 26-dimensional feature vectors 
including 1-dimensional zero crossing rate, 1-dimensional short 
time energy, 12-dimensional MFCC coefficients, and 12-
dimensional MFCC difference coefficients are extracted as the 
observations of CHMM. The number of hidden state is 5, and the 
number of Gauss components is 3 for each hidden state. Both of 
the proposed HT based whistle detection algorithm and the 
CHMM based whistle detection algorithm are tested on a 49 
minutes soccer video. The results are shown in Table 4. The 
proposed HT based whistle detection algorithm, which does not 

need training phase, demonstrated its simpler and more effective 
performance. 

The measurement of boundary detection accuracy BDA [3] is 
used to evaluate the event boundary. The BDA in this paper is 
based on the frame level rather than the shot level, and only the 
correctly detected highlight events are evaluated. As the work in 
ref. [8] fixed the duration of video clip into one minute, which is 
evidently unreasonable, we did not compare our method with ref. 
[8]. The BDA of the proposed approach is compared with the 
ETTP based approach in ref. [9] and the PB structure based 
approach in refs. [2, 10]. As shown in Table 5, the proposed 
approach is better than the other approaches. The average BDA of 
the proposed approach is 86.8%, while the average BDA of ETTP 
based approach is 79.2% and PB based approach is 69.2%. This is 
because the proposed approach further refined the event boundary 
by ADTA. In contrast, the event boundary by the other two 
approaches involve more non-exciting clip. However, the 
boundaries of some foul events could not be well determined by 
the proposed approach, which is the main reason why the BDA do 
not reach higher accuracy. In soccer video, the foul events usually 
happen suddenly, and without area restricted. The shots used to 
describe foul events are mainly the medium view shot and close-
up shot. So, it is not easy to detect the boundary of foul events. 

Table 5. Comparison of BDA. 

Num ADTA (%) ETTP (%) PB (%) 
1 89.0 77.8 70.6 
2 86.7 81.6 69.3 
3 88.0 79.3 77.7 
4 84.9 77.0 78.8 
5 85.9 80.5 71.0 
6 88.8 85.9 60.3 
7 83.1 74.4 70.3 
8 88.6 77.0 62.2 
9 87.8 76.7 68.1 
10 85.1 80.4 62.5 
11 86.8 80.3 70.1 

Total 86.8 79.2 69.2 

The final video annotation result is stored in the XML format, 
which facilitates the semantic based event retrieval. An Excerpt of 
the annotation result is shown in Fig. 6. The XML file is 
organized as a hierarchical structure, each pair of <highlights> tag 
records the detailed information of an event, including its event 
type, time, start and end boundaries, involved player(s), players’ 
team and the free text description. 

 
Figure 6. An Excerpt of the video event annotation result. 
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6. CONCLUSIONS 
The work in this paper could compensate the existing external 

information sources based soccer video annotation method for 
lacking of generality of web-casting text and its limitations in 
need of accurate text and video time information. However, we 
only analyze the Chinese match report of soccer video in this 
work. In the future, we plan to apply our approach to non-Chinese 
external text information, and extend the approach to more sports 
videos. Besides, the personalized video event retrieval and 
summarization are the next work based on the semantic-rich 
annotations. The theory of social network analysis may benefit for 
further research. 
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