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ABSTRACT
The beautification of human photos usually requires professional
editing softwares, which are difficult for most users. In this tech-
nical demonstration, we propose a deep face beautification frame-
work, which is able to automatically modify the geometrical struc-
ture of a face so as to boost the attractiveness. A learning based
approach is adopted to capture the underlying relations between
the facial shape and the attractiveness via training the Deep Beauty
Predictor (DBP). Relying on the pre-trained DBP, we construct the
BeAuty SHaper (BASH) to infer the “flows” of landmarks towards
the maximal aesthetic level. BASH modifies the facial landmarks
with the direct guidance of the beauty score estimated by DBP.

Categories and Subject Descriptors
J.5 [Arts and Humanities]: Arts, fine and performing
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1. INTRODUCTION
The pursuit of beauty roots deeply in the intrinsic spirit of hu-

man beings and people incline to show their most attractive side
to others by retouching the portraits. However, the aesthetic en-
hancement of photos usually has high requirements on the skills
of using some professional editing softwares, such as Photoshop.
Such barrier makes it difficult for most users to beautify photos
by themselves. Therefore, automatic beautification of human face
photos becomes a topic of great importance, which is demonstrated
in this work. Despite the importance and great commercial poten-
tial, prior efforts on the statistical study of beauty are limited. Most
previous works [4, 3] focus on the analysis of facial attractiveness.
The work in [2] enhances facial attractiveness, but the score pre-
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dictor is built on a simple linear regressor, whose discriminative
capability is limited in capturing the complex underlying rules of
aesthetic evaluation.

The recent success of deep learning has stimulated many applica-
tions in various research fields [1]. Deep neural network is able to
learn a highly abstract and nonlinear feature representation with re-
gard to the given objective, which makes it a suitable tool to capture
the implicit link between facial geometry structure and attractive-
ness. In this demo, we use deep neural networks to automatically
beautify facial images. We first learn the relation between facial ge-
ometrical structure and beauty level. Then with a photo of a human
face, we can predict the beauty score, based on which the struc-
ture of facial landmarks is reshaped towards the maximal level of
beauty. The face image is then warped according to the transformed
landmarks to produce the beautified face.

In our demo, we process the user’s input face image and display
the result in real time. The interface is shown in Figure 1.

Figure 1: User interface of our demo

2. TECHNOLOGY

2.1 Training Dataset
Several datasets have been released for the studies on human at-

tractiveness in literature. The Multi-Modality Beauty (M2B) dataset
in [4] is used to train our model. M2B database includes facial,
dressing images and audio files of 1,240 females, and provides cor-
responding attractiveness score for each modality. The scores are in
the range of 1 to 10, where 1 is the lowest beauty level and 10 is the
highest. During the training process of our model, only information
in terms of the face images is employed.
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2.2 Deep Beauty Predictor
A fully-connected deep neural network is adopted to learn the

beauty score prediction, which is called Deep Beauty Predictor
(DBP). The input feature vector of DBP is the concatenation of
the facial landmarks’ coordinates. Assume we are given n training
samples {Xi, i = 1, 2, ..., n} with corresponding beauty scores
{si, i = 1, 2, ..., n}. The DBP network aims at solving a regres-
sion problem with regard to the following objective

L =

n∑
i=1

(F(Xi)− si)2 + α||W ||2, (1)

where F denotes the feature mapping of the network, and || · ||2
is the `-2 regularizer on the network weights to reduce over-fitting.
The objective can be optimized with standard Stochastic Gradient
Descent (SGD).

In this demo, DBP follows a four-layered structure, and the num-
bers of hidden units are 800, 800, 300 and 1 respectively. Each of
the first three layers is followed by ReLU as the activation func-
tion. The output of the last layer is used to compute the regression
cost as in Eqn. (1), and thus the dimension should be 1. To reduce
the impact of over-fitting, drop-out is adopted after each of the first
three layers, and the drop-out rate is set as 0.3. The weight decay
parameter α in Eqn. (1) is set as 0.1. As for the training of DBP,
the initial learning rate is set to 0.001, and decreased by 50% every
2,000 iterations. The maximal iteration number is set as 20,000.

2.3 BeAuty SHaper with Deep Input Gradient
BeAuty SHaper (BASH) focuses on inferring the “flows” of land-

mark points such that the resulting beauty score of the transformed
landmark locations is maximized. The flow is defined as a displace-
ment vector, denoted as ∆T , from the original locations. The flows
of landmarks define the characteristics of the reshaping motion. We
inherit the pre-trained DBP in the BASH module, and utilize DBP
to infer the landmark flows which can maximize the corresponding
beauty score.

Let us denote the input landmark feature of the testing image i
as Xi, and the estimated beauty score of DBP can be formulated
as

s̃i = F(Xi + ∆Ti), (2)

where F(·) is the same mapping as described above and s̃i is the
beauty score of the transformed landmark features. The objective is
defined with regard to ∆Ti, and penalizes on the gap between the
current beauty score and the maximal beauty score. In particular,
we define a cost as follows,

Lbeauty = |s̃i −M | (3)

whereM is the maximal beauty score, which is 10 on the currently
used training dataset.

Based on Eqn. (2) and Eqn. (3), it can be observed that the gra-
dient with regard to ∆Ti actually equals the gradient in terms of
the input vectors for DBP. In this work, the displacement vector is
inferred via computing its gradient, referred to as the deep input
gradient. By minimizing the cost in Eqn. (3), the network auto-
matically moves the key landmarks towards the locations with the
highest rating of beauty.

To retain the semantic relations between facial landmarks, we
include a constraint defined with the aid of Probabilistic Princi-
pal Component Analysis (PPCA). We train a PPCA model on the
high-score face images to capture the underlying distribution of the
desired facial landmark structure. Accordingly, we penalize the
negative log-likelihood of transformed landmark positions by in-

troducing the following constraint:

Lppca = −ln(Pr(Xi + ∆Ti|µ,PP T + σ2I)). (4)

By minimizing Lppca, the transformed shape model is enforced to
follow the same distribution of the targeted beauty group of high
attractiveness. The resulting model, therefore, avoids the violation
of relative semantic positions among facial landmarks.

In summary, the objective of the BASH module integrates the
aforementioned two costs as

L = Lbeauty + β1 · Lppca. (5)

The corresponding gradient with regard to ∆Ti is computed as fol-
lows,

∂L
∂∆Ti

=
∂Lbeauty

∂∆Ti
+

2β1 [(PP T + σ2I)−1 · (Xi + ∆Ti − µ)],

(6)

where the first term refers to the deep input gradient. It is noted
that optimization with regard to the displacement vector is non-
convex due to the high non-linearity of DBP, and thus is conducted
in an iterative manner. In particular, we follow the gradient descent
method to iteratively update the displacement vector, which is ini-
tialized as an all-zero vector. In each inference iteration, the gradi-
ent w.r.t. ∆Ti is computed to transform the present facial landmark
structure. Finally, the inferred displacement is acquired as the com-
bination of the input gradients derived in all the iterations.

After we obtain the displacement vectors, standard image warp-
ing techniques are applied to produce the beautified image.

3. EXPERIMENT
We compare our face beautification method with the work in [2].

The proposed method is more natural and personalized compared
with SVR-beauty. SVR-beauty tends to morph the landmarks to-
wards the mean shape, while our method learns an adaptive trans-
formation for a different shape vector. As the standard to rate the
level of attractiveness is vague, 26 volunteers are invited to quanti-
tatively rate the beautified results of our method and SVR-beauty.
According to the statistics of the user study, most beautified im-
ages show aesthetic improvements over the original copies for our
method. In comparison, the number for SVR-beauty is lower. The
volunteers also give a higher rating of our method in terms of nat-
uralness: the inferred shape transformations are generally consid-
ered as smooth and natural. In summary, the proposed framework
gives satisfying performance for facial beautification based on the
evaluation from the users.

4. CONCLUSION
In this demo, we showcase an automatic face beautification frame-

work. It performs the beautification task in a learning-based man-
ner and generates personalized and natural beautification results.
The beautification of human faces within videos also has very promis-
ing application potential. In future, we shall further extend the pro-
posed framework to handle beautification tasks in videos.
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