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ABSTRACT
Video browsing describes an interactive process where users
want to find a target shot in a long video. Therefore, it is
crucial for a video browsing system to be fast and accurate
with minimum user effort. In sharp contrast to traditional
Relevance Feedback (RF), we propose a novel paradigm for
fast video browsing dubbed Mental Visual Indexing (MVI).
At each interactive round, the user only needs to select one of
the displayed shots that is most visually similar to her men-
tal target and then the user’s choice will further tailor the
search to the target. The search model update given a user
feedback only requires vector inner products, which makes
MVI highly responsive. MVI is underpinned by a sequence
model in terms of Recurrent Neural Network (RNN), which
is trained by automatically generated shot sequences from
a rigorous Bayesian framework, which simulates user feed-
back process. Experimental results on three 3-hour movies
conducted by real users demonstrate the effectiveness of the
proposed approach.
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1. INTRODUCTION
A common scenario is that we have seen a movie long time

ago and one day we are eager to seek an interesting shot that
just suddenly comes to our mind. Then, we might have to
scroll the progress bar in a video player that forward/rewind
to find our target shot, which is a video browsing issue in the
temporal space. When the movie is long, e.g. over 2 hours,
the procedure is sometimes frustrating since it is very time-
consuming and tricky, especially on small-screen mobile de-
vices. We argue that the conventional interactive search by
scrolling in most commercial players is less intelligent since
it neglects the inherent visual information of videos.

In fact, many video shots are close to each other in the
feature space or visually similar although they are far apart
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Figure 1: Two different modes of interaction: a) user
selects one shot according to the visual similarity,
see the one marked in the red box; b) user scrolls
the progress bar to find the target shot.

in the temporal space. To exploit visual features may ac-
celerate the video browsing process. Be aware that exploit-
ing visual features of videos has been extensively studied in
multimedia community [7, 8, 18, 19, 20, 22], e.g. TRECVID
Instance Search task (INS) has been run for five years since
2010 to address the need of finding more video segments of
a certain person, object, or place in a video collection, given
one or more visual examples of the specific item [11]. Video
Browsing Showdown (VBS) is another event which focuses
on video analysis and retrieval. To be concrete, VBS is a
live video browsing competition where researchers evaluate
and demonstrate the efficiency of their video browsing tools.
The VBS participants use their own systems to perform an
interactive search in the specified video files taken from a
common data set and try to find the desired segment as fast
as possible [14].

Relevance Feedback (RF) is a feature of some information
retrieval systems [13] and is widely used in different kinds
of works [1, 2, 5, 9, 10]. The intuitive idea behind RF is
to involve users in the retrieval process so as to improve
the final result [23]. Typically, users are asked to label the
top candidates returned by the search model as “relevant”
or “irrelevant”. The feedbacks are then used to refine the
search model. Through iterative feedback and model refine-
ment, relevance feedback attempts to capture the informa-
tion needs of users and improve search results gradually [21].
The main drawback is that RF suffers from a lot of user ef-
forts which prevent a system from being easy-to-use. In a
retrieval system, for instance, a user is usually asked to re-
fine her query by telling the system whether a human face
detector is needed or not, or by pinpointing and submitting
several toy examples. Moreover severely, computation cost
of RF is high. So, it would not support many users doing RF
simultaneously. Since RF involves transmitting more data,
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it leads to a more expensive Internet traffic than traditional
retrieval methods.

To this end, we propose an spectacularly fast and effective
method for video browsing. In the interactive process, the
only user effort required is to click one shot which most vi-
sually relates to the target, out of 20 displayed shots. Every
time when asked to make a selection, the user is involved
in a new search session. It is obvious that a shot which
is closely related to traffic will never be chosen if the user
wants the one that is about a banquet. Since the user selec-
tion reflects her query intent, we can assist the user to find
the target as quickly as possible if we succeed in capturing
the query intent conveyed in the user selections. In other
words, it’s possible to learn about the target from user feed-
backs. Thus, we propose a fast and traffic-economic video
browsing paradigm called Mental Visual Indexing (MVI).
The core of MVI is a temporal model, specifically a RNN
model referenced as char-RNN [6]. The model receives the
user feedback and takes the corresponding shot ID as input,
indexing the user’s query intent in its hidden variables. The
output of the model is a prediction which indicates the prob-
ability of one shot being the user’s search target. The model
can quickly response since it requires no heavy real-time sim-
ilarity comparison. To train the model, we first select every
shot in the shot repository as the mental target and gener-
ate 40 pseudo user feedback sequences using the statistical
model detailed in Section 2.3. A pseudo user feedback se-
quence is a sentence which is composed of at least two shot
IDs, starting and ending with the target shot ID. Then we
feed all the sequences to our char-RNN model. Experiments
show that our char-RNN based framework is accurate, fast,
and user-friendly.

Our contributions are summarized as follows:

• We propose a very fast and traffic-economic video brows-
ing paradigm called Mental Visual Indexing (MVI). It
only requires user click from mental.

• MVI is built on a deep temporal model: char-RNN, to in-
dex the long-term visual relationships among click-through
user feedbacks. It is automatically trained by sampling
machine-generated visual feedback steps. Once trained, it
can quickly calculate the next candidate video shots.

• We develop a video browsing interface. Experiments on
real-world movies show that user can find a target in 3-5
steps.

2. THE PROPOSED METHOD

2.1 System Overview
Given a long video and a mental target shot, our goal is

to assist the user to find the target via minimum interac-
tions. To achieve this goal, we proposed a framework which
consists of two main components: a statistical framework
and a Character-Level Language Model, i.e. the char-RNN
model. The statistical framework is employed to generate
pseudo user feedbacks or click histories based on visual sim-
ilarity. These feedbacks accumulate into a large training
data set for char-RNN network training. The char-RNN
model is employed to analyze the interrelationships between
video shots. Once well trained, the model is able to success-
fully infer user’s query intent during the procedure of video

browsing. See Figure 2 for a general understanding about
our framework.

Our system is divided into two parts: off-line part and on-
line part. In the off-line part, we cut a video into shots which
are represented by their VGG19 [15] features. Then, we feed
all the Shots-Target pairs to the statistical framework which
results in a bunch of pseudo user feedback sequences. Each
Shots-Target pair here is composed of all the shots and a
randomly selected target. A sequence indicates that all the
video shots contained in the sequence have some sort of in-
ner connection in the visual feature space. We trained the
char-RNN model on the sequences. In the on-line part, we
initially show the user some shots, then the user selects the
one that is most similar to her mental target. The system
receives the user’s choice and feeds the corresponding shot
ID to the well trained RNN model. The model, then, pre-
dicts the next candidate shots for display. The process lasts
until the user meets her target.

2.2 Mental Visual Indexing
Suppose there are N shots segmented from a long video,

denoted as V = {1...i...N} for simplicity. Let M ⊂ V de-
notes the possible subset of the long video shots, i.e., it can
be considered as candidates of users’ target mental shots.
Generally, M is unknown or even imaginary to the system.
We assume that if a member ofM is displayed, the user can
easily find the target by using this shot as a starting point
for precise localization in the long video.

We denote the user feedback history as Ht = Ht−1∪{ct =
k, k ∈ Dt}, of which Dt is the shots displayed during search
session t and Ht−1 stands for the previous history. The
essence of MVI lies in its ability to learn about the user’s
query intent from Ht gradually in the process of user inter-
action with the system. Eq (1) is the update formula for
query intent modeling, where st−1 is the intent guessed af-
ter the previous interaction, ct donates the user’s feedback
in the current round and st stands for the updated intention.

st = f(ct, st−1). (1)

Inspired by [16], we employed the char-RNN [6] model to
automatically learn about the inherent query information
as the search session lasts. Originally, the model is designed
to take character sequence as input and predict the next
character. In this work, we extend the model to take a shot
ID as input and output the IDs of the candidate shots for
next display. The model is trained with a dictionary file
which is a text file with unique shot ID per line and a text
file containing all the pseudo user feedback sequences. Each
sequence is a machine-generated sentence with shot IDs as
the words. All the sequences are generated by randomly
selecting one shot as the target and feeding all the shots
and the pseudo target as a Shots-Target pair to our statis-
tical framework. The statistical framework then builds the
sequence by continuously comparing visual similarity until
the target is found (see Figure 2).

When trained on the sequences, the RNN model is reliable
to grasp the inner connections among video shots because
only relevant shots appear in the same sequence. There-
fore, the model guarantees the output shots are always very
related with the input one and captures user intent by up-
dating its hidden variables, i.e. st. The model is very fast
in that the heavy computation is done in the off-line part
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Figure 2: The framework is divided into off-line part and on-line part: 1) In off-line part, we generate
training by simulating user feedback and train the char-RNN model; 2) In on-line part, the model takes the
user feedback as input and predicts the candidates for next display.

and in the on-line part, the only required computation is one
step of vector inner product.

2.3 Statistical Framework for Training
The statistical framework is a variant of the one proposed

in [2] which is inspired by [1, 17]. Given the Shots-Target
pair, the framework is employed to generate the pseudo user
feedback sequences in the off-line part which form the train-
ing data for our char-RNN model. To be concrete, imag-
ing this is a real user feedback procedure, we maintain N -
independent Bayesian system pt(i) for each video shot i. In
particular, pt(i) is the estimated probability of shot i be-
longing to the target set M:

pt(i) = P (i ∈M|Ht). (2)

Since we have no prior knowledge aboutM, we take p0(i) =
0.5 as the starting state.

By applying Bayes rule, we can rewrite the definition in
Eq (2) as:

pt(i) =
P (ct = k|Ht−1, i ∈M, k ∈ Dt)P (i ∈M|Ht−1, k ∈ Dt)

P (ct = k|Ht−1, k ∈ Dt)
.

(3)

In order to further simplify the above model for computabil-
ity, we should note several statistical sufficiency and assump-
tions. First, ct = k is a sufficient statistic for k ∈ Dt since
it is obvious that once the user clicks on k, k must be in
Dt. Second, the fact i ∈ M is unrelated to the display set
Dt. Third, once given the display Dt, the history Ht−1 is no
longer informative to the user click ct = k. Based on these
statistical properties, we have the update model for pt(i) as:

pt(i) =
P (ct = k|i ∈M, k ∈ Dt) pt−1(i)

P (ct = k|k ∈ Dt)

=
P+(k|i,D)pt−1(i)

P+(k|i,D)pt−1(i) + P−(k|i,D) (1− pt−1(k))
.

(4)

where {
P (ct = k|i ∈M, k ∈ Dt) = P+(k|i,D),

P (ct = k|i /∈M, k ∈ Dt) = P−(k|i,D).
(5)

Therefore, all we need to update pt(i) is to model the user
feedback P+(k|i,D) and P−(k|i,D). We assume that the
user always selects the shot that most matches her mental
target from the shots displayed, the click probability can be
modeled as:


P+(k|i,D) =

s(i, k)∑
j∈Dt

s(j, k)
,

P−(k|i,D) =
d(i, k)∑

j∈Dt
d(j, k)

.

(6)

where d(·, ·) and s(·, ·) denote the distance and similarity
in the feature space, respectively. The intuition behind the
above definitions is that if i is the target shot, the probability
is enhanced by the similarity between i and k; if i is not the
target, the probability is depressed by the distance between
i and k.

Now the problem is how to choose Dt+1 given the user
feedback and Dt. The simplest approach may be to select
several shots that are most likely to belong to M . Unfortu-
nately, it’s not efficient in the real user interactive procedure.
For example, usually two very similar shots are probably ei-
ther both in M or both not in M , which may lead to the
unexpected situations where both of the shots are displayed
in the next round or none of them are displayed. Both of
the situations will prevent the user from getting more in-
formation about the shot repository. To avoid this case, we
select the most informative subset Dt+1 ⊂ V by minimizing
min
D⊂V

Entropy(zt+1|Ht). Intuitively, the selection attempts to

make an optimal Voronoi partition for the video shots. The
detailed calculation of the probability zt+1 is given in [1].

The situation is a little different when it comes to our
user feedback simulation. A simple machine does not have
an imaginary target and, of course, does not have the ability
to tell visual similarity intelligently as we humans do. The
workaround is to select the one that is closest to the target
in the feature space as the feedback. We keep recording the
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feedback until the predetermined target is found and treat
each record as a sequence.

3. EXPERIMENTS

3.1 Experiment Settings
Experiments were conducted on 3 videos: Ant-Man, Life

of PI and a product launch video from Microsoft. We first
produced three sets with about 8200, 7780 and 12500 frames
respectively by extracting one frame every 20 frames. Then,
Caffe toolbox [4] and the model discussed in [15] were em-
ployed to generate a high level representation (VGG19) for
each frame. The 4096-dimension VGG19 feature we used in
our experiments is the output of full-connection layer “fc7”
before RELU and dropout layer.

Video was cut into shots by comparing frame-level fea-
tures. For each frame, we compared its feature with the
previous one to see how similar they are. After that con-
secutive frames with high similarity were restructured into
one shot by averaging frame-level features. In order to give
users a clearer picture of the shot, an informative thumbnail
was generated. For computability, the frame-level features
as well as the shot features were normalized. Unlike our
baseline, feature dimension reduction is not required in that
no copious real-time feature comparisons are needed. Even
in the baseline, only when high precision was not strictly de-
manded did we apply PCA-whitening [3, 12] to reduce the
dimension into 512 [2].

We chose to set rnn size = 128, num layers = 1, seq len =
20, learning rate = 0.01 and the other training parameters
to their default values after comparing the performance un-
der different model settings. The most important parameter
is seq len which specifies the length of each stream and, as
well, limits the back-propagation of the gradients. For in-
stance, if seq len = 10, then the gradients will never back-
propagate more than 10 time steps, and the model might
not find dependencies longer than this length in number
of characters. Because the mean sequence length over all
training sequences is about 10, we set seq len = 20. Al-
though it is recommended to use num layers of either 2/3,
we found a better performance could be achieved when we
set num layers = 1 [6].

3.2 Experiment Results
In this section we first evaluated the efficiency of our ap-

proach, then we compared our approach with the one pro-
posed in [2], finally we conducted a user study to identify
the effectiveness of our approach. All the experiments were
based on the 10 randomly selected targets (see Figure 3).

Figure 3: The 10 randomly selected target shots

To have a basic understanding about the efficiency of our
framework, we selected 4 target shots from Figure 3 and
conducted a general validation. Table 1 lists the result. It

4 3 7 4 iterations

yes yes yes yes found

Table 1: Efficiency validation of our framework

shows that our approach is effective and, in average, we can
find a target in 4 iterations.

The next set of experiment was performed on each of the
shots in Figure 3. Both the baseline method and our ap-
proach were evaluated. The result shows that ,by average,
our approach can locate the target in 30 seconds with 96%
accuracy within 4 iterations which is much better than the
baseline (70s, 8 iterations and 88% accuracy).

Figure 4: User study results: a) mean iterations
comparison; b) mean interaction time comparison;
c) mean retrieval accuracy comparison.

Eight students were involved in our user study, with five of
them are enrolled in computer vision studies and the others
are enrolled in natural language processing (NLP) studies,
which means about half of the student are novices. Three
tasks have been conducted: 1) find all the targets in any
common video player; 2) find all the target shots in the sys-
tem proposed in [2]; 3) find all the target shots in our system.
The general comparison of three tasks is shown in Figure 4.
The result shows that our approach can measurably improve
system performance.

4. CONCLUSIONS
In the paper, we extended the char-RNN temporal model

to video browsing task by a new interactive search paradigm
named Mental Visual Indexing (MVI). The intuition behind
MVI is to learn the inherent connections between video shots
automatically and capture user query intent gradually by
analyzing the user feedbacks. When trained on a large set
of simulated user feedbacks, the proposed model responses
quickly and accurately to the user query. Our results show
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that the char-RNN based model improves system perfor-
mance by shortening system response time, decreasing in-
teractive iterations and increasing prediction accuracy.
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