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ABSTRACT
A major challenge that arises in Weakly Supervised Object Detec-
tion (WSOD) is that only image-level labels are available, whereas
WSOD trains instance-level object detectors. A typical approach
to WSOD is to 1) generate a series of region proposals for each
image and assign the image-level label to all the proposals in that
image; 2) train a classi�er using all the proposals; and 3) use the
classi�er to select proposals with high con�dence scores as the
positive instances for another round of training. In this way, the
image-level labels are iteratively transferred to instance-level labels.

We aim to resolve the following two fundamental problems
within this paradigm. First, existing proposal generation algorithms
are not yet robust, thus the object proposals are o�en inaccurate.
Second, the selected positive instances are sometimes noisy and
unreliable, which hinders the training at subsequent iterations. We
adopt two separate neural networks, one to focus on each prob-
lem, to be�er utilize the speci�c characteristic of region proposal
re�nement and positive instance selection. Further, to leverage
the mutual bene�ts of the two tasks, the two neural networks are
jointly trained and reinforced iteratively in a progressive manner,
starting with easy and reliable instances and then gradually incor-
porating di�cult ones at a later stage when the selection classi�er
is more robust. Extensive experiments on the PASCAL VOC dataset
show that our method achieves state-of-the-art performance.
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1 INTRODUCTION
Object detection in images is one of the most fundamental and
widely studied problems in computer vision and multimedia. With
the signi�cant progress in deep convolutional neural networks
(CNN), modern deep CNN-based object detection algorithms have
recently been successfully applied to consumer products, such as
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Figure 1: In a typical WSOD setting, only image-level labels
are available for training. When testing, an algorithm gen-
erates instance-level labels indicated by bounding boxes.

[9, 16, 28, 33, 34, 50]. �ese object detection algorithms require
a large number of training data with instance-level labels. �e
instance-level labels, which are very expensive to a�ain, are indi-
cated by a bounding box surrounding the object within an image.
As shown in Figure 1, it is much easier to have numerous im-
ages with image-level labels, e.g., ImageNet images or web images
from search engines. Weakly Supervised Object Detection (WSOD),
which utilizes weak labels at image level to train object detectors,
has gradually become imperative in the �eld [5, 6, 30].

A typical approach to WSOD starts with image-level labels and
usually consists of three steps. First, a series of region proposals
(or proposals for short) are generated for each image and an image-
level label is assigned to all the proposals in that image. Second, a
classi�er is trained using all the proposals. Finally, the classi�er is
used to select proposals with high con�dence scores as the posi-
tive instances for another round of training. �is type of approach
iteratively updates the classi�er and then uses the updated clas-
si�er to select positive instances to re�ne the classi�er, whereby
the image-level labels are transferred to instance-level labels. One
appealing feature of the iterative approach is that any component
in each step can be readily replaced by a new method with be�er
performance; for example, a be�er proposal generation algorithm
can always be adopted in step one. Earlier work usually adopts
Support Vector Machines (SVM) to generate pseudo labels at step
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two, e.g. [5, 8, 35, 38, 51]. In contrast, Li et al. [27] use a CNN classi-
�er along with the mask-out strategy to replace the SVM, resulting
in a signi�cant improvement in performance.

It has been empirically demonstrated that a be�er proposal gen-
eration algorithm will improve the accuracy of the classi�er in
object detection [9, 34, 36]. As the input information of the follow-
ing iteration, the selected positive instance plays a key role in the
classi�er update. A more accurate classi�er which selects positive
instances always improves the performance in the loop. Since an
object o�en has its own shape, a be�er classi�er will generate more
accurate labels for proposals, which in turn will provide shape infor-
mation for proposal generation. �erefore, proposal generation and
instance selection (for classi�er updates) can be reinforced by each
other. However, existing WSOD works usually take proposal gen-
eration and positive instance selection for classi�er update as two
independent subtasks, largely ignoring the complementary nature
and mutual bene�ts of the two. When there are only weak supervi-
sions, it becomes critical to leverage all information available for
WSOD.

�ere are two major problems in the existing iterative algorithms
for WSOD. First, these algorithms rely heavily on the proposals
generated by an existing algorithm which is not yet robust. �us
the object proposals are o�en inaccurate, which may degrade the
performance of WSOD. Second, given the weak image-level anno-
tations, the selected positive instances with high con�dence scores
can be noisy and unreliable. As the subsequent iterations take the
classi�er-selected positive instances as input, such noise will hinder
the training at a later stage. A straightforward way to ameliorate
the limitations is to leverage the mutual bene�t of proposal genera-
tion and classi�er update in one neural network. However, each
of the subtasks is quite challenging and has its characteristics. It
is a non-trivial task to design a network architecture which is ca-
pable of e�ectively capturing the information of the two di�erent
challenging subtasks, especially when only weak supervision is
available.

In this paper, we propose a dual-network progressive approach
to WSOD. It carefully addresses the two challenges by integrating
proposal re�nement and classi�er update into a joint framework.
Rather than simply using a one-pass network architecture, we use
two neural networks to preserve the individual characteristics of
each subtask. We use the R-FCN architecture [9] with position
sensitive score maps to �ne-adjust the bounding boxes of the target
object. �e position sensitive score maps explicitly encode shape
information, making it particularly appropriate for proposal shape
re�nement. We use the Fast R-CNN architecture [16] to update the
classi�er for positive instance selection, given the superior perfor-
mance of the architecture in object classi�cation. �e two networks,
namely the proposal re�nement network, and the instance selection
network, collaboratively adjust the proposal bounding boxes and
re�ne proposal classi�ers by re�ning the positive instance. Each
network focuses on one subtask. �e individual characteristics
of each subtask are well preserved while the two networks also
coordinate to mutually reinforce two training procedures.

If we use all training data at the beginning, initialization could
be too noisy due to the weak supervision nature of WSOD, which
might impede the subsequent training. Instead, we propose to start
with easy and reliable examples and gradually incorporate di�cult

examples when the proposal classi�er is con�dent. �e proposed
method is built upon all training samples, but in di�erent phases, it
progressively adds more labeled data into the training pool as the
instance selection network and the proposal re�nement network
become stronger. We add a regularization term in our objective
function to enable the two networks to share certain information
when the training samples for the next iteration are updated, which
can be �nely interpreted as a self-paced curriculum learning (SPCL)
procedure. Each network not only selects more training data to
update its structure but also recommends/accepts reliable training
data for/from the other network. �e communication mechanism
coordinates the dual-network framework to progressively and col-
laboratively converge to an optimal solution when no more training
data can be added to the training pool.

In summary, the main contribution of this work is threefold:
• We propose a new dual-network approach to WSOD which

optimizes proposal generation and instance selection in a
joint framework. �e two subtasks work collaboratively
and progressively, during which process their individual
characteristics and shared information are well exploited
and reinforced.

• �e proposed approach is a generic framework with high
�exibility and extendability. Each component can be read-
ily improved by a be�er existing or future substitution; for
example, context [23], cascade structure [36] or a future
new network architecture.

• �e combination of the two networks is formulated as a
concise regularization term and curriculum regime with
mathematical rigor. �e learning framework along with
the optimization approach is a general one and applicable
to a broad range of applications.

2 RELATEDWORK
2.1 Weakly Supervised Object Detection.
Multiple Instance Learning (MIL)�e majority of existing meth-
ods o�en solve WSOD via MIL [4, 5, 8, 10, 22, 35, 38, 41, 42]. �ese
methods usually select region proposals in an image and interpret
the image as a bag of candidate objects, and the bag-level labels
are then used to learn the object appearance model. Some methods
[8, 10, 38–42] focus on developing be�er initialization models, and
others [4, 5, 8, 41] study the optimization of the poor local mini-
mum problem in MIL. Bilen et al. [5] enforce similarities between
the possible location of an image and clusters of objects to help
optimize the solution into the global minimum. Song et al. [41]
leverage quasi-Newton optimization techniques to discover object
sets by a smoothed latent SVM formulation. �ese MIL-based meth-
ods usually initialize and train detectors from many noisy object
candidates. Due to the negative e�ect of noisy training data, it is
di�cult to obtain a robust object detector.

Deep CNN for WSOD. Since CNNs greatly improve perfor-
mance in various computer vision tasks, many researchers take
advantage of CNNs to improve their detectors in WSOD problems.
Some works focus on utilizing o�-the-shelf CNN features, e.g.,
[2, 4, 5, 32, 41, 42, 46]. Others design new CNN architectures which
learn object information from the classi�cation task and transform
a classi�er into a detector, e.g., [6, 12, 27, 31]. Wang et al. [46] use
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CNN features for region representation and propose latent cate-
gory learning to help discover objects. Oquab et al. [31] propose
a weakly supervised CNN architecture, trained from image-level
labels, to predict the location of objects. Bilen et al. [6] improve
the previous WSOD architecture by a two-stream CNN, in which
one stream performs classi�cation of the individual regions and
the other performs detection by scoring regions relative to one an-
other. Dong et al. [27] tackle the WSOD problem in two progressive
adaptation steps. �ey train an image-level classi�er, followed by
complex procedures (e.g., Mask-out strategy and MIL).

Most of these CNN-based methods do not explicitly contain re-
gion proposal re�nement in their architectures, thus their detected
objects are limited in the pre-computed proposals and lack the �exi-
bility to re�ne proposals to suit the true objects. Even though some
methods contain region proposal re�nement to improve localiza-
tion accuracy, it is usually set as the post process, e.g.,[12, 27]. It
is thus not possible to take full advantage of the appearance and
localization information during the training process.

2.2 SPCL and Co-Training
Our approach adopts a progressive strategy with dual-network to
address the weak supervision problem. In this sense, it is related
to the SPCL and co-training [7]. �ere are also many applications
that show co-training is capable of boosting performance by a large
margin [19, 26]. For example, Levin et al. [26] propose the basic idea
of how to use co-training to train object detectors. Most of these
algorithms do not have an explicit model to provide theoretical
guide, e.g., [1, 7, 26, 47]. However, we embed this dual-property as
a concise regularization term in our objective function, providing
more insight to help the practice.

Bengio et al. [3] �rst proposed a general learning strategy: cur-
riculum learning (CL). CL organizes the training examples in a
meaningful order to acquire knowledge across a range of concepts,
from simple to complex. Kumar et al. [25] proposed the self-paced
learning (SPL) framework, automatically expanding the training
pool in an easy-to-hard manner by converting the curriculum mech-
anism into a concise regularization term. CL uses human design to
organize the examples, and SPL can automatically choose training
examples according to loss values. Some other researchers, e.g.,
[15, 29], further explore the theoretical analysis of the combination
of SPL and Co-Training, and successfully improve the performance
on some speci�c tasks. Yang et al. [49] found that leveraging
the shared information among multiple tasks would improve the
performance of multimedia content analysis. Supancic et al. [43]
utilize SPCL to automatically select the track-right frame. Jiang et
al. [20] propose Self-Paced Reranking for multimedia event detec-
tion. Compared to the existing SPCL algorithms, we incorporate
the dual-property into the SPCL model on the detection task, which
can also be easily generalized to other applications.

3 THE PROPOSED APPROACH
We introduce the CNN architectures of the Region Proposal Re-
�nement (RPR) and Positive Instance Selection (PIS) networks in
Section 3.1. In Section 3.2, we describe the initialization procedure
of our framework. Lastly, we explain the objective function of our
approach and demonstrate its solution algorithm in Section 3.3.
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Figure 2: A comparison between the Region Proposal Re-
�nement (RPR) network and the Positive Instance Selection
(PIS) network. �e PIS network minimizes the classi�ca-
tion error given a bounding box. �e RPR network maxi-
mizes the IoU (intersection-over-union) between the pseudo
bounding box and ground truth box.

3.1 Preliminaries and Motivations
We perform Fast R-CNN [16] without the box regression branch
as the Positive Instance Selection (PIS) network, and R-FCN [9] as
our basic detector, as shown in Fig 2. Both adopt an unsupervised
proposal generation method, Selective Search (SS) [45], to obtain
proposal bounding boxes. �e PIS network leverages a Region of
Interest (RoI) pooling layer to aggregate the features of all pro-
posals into 2D vectors, followed by a classi�cation function. �e
RPR network uses the position-sensitive layer instead of RoI and
simultaneously performs re�nement and classi�cation.

Why unsupervised region-based methods? If we use super-
vised region proposal generation algorithms [34] or proposal-free
detection algorithms [28, 33] to generate region proposals, a large
amount of training data are required to achieve a high recall with a
limited number of proposals. Weakly problems, however, are short
of strong annotations, which are inadequate for obtaining good
proposals. Further, poor proposals will seriously degrade detection
performance. Some methods propose the use of object saliency to
extract region proposals in weak se�ings e.g., [10, 38, 40]. �ey can
generate high-precision proposals, but they have much lower recall
than SS or Edge Box [52] algorithms, limiting the �nal performance.
�erefore, we use the state-of-the-art unsupervised proposal gen-
eration methods to provide reliable proposal bounding boxes. �e
objects have high possibilities to be located in these boxes.

Explanation of the CNN architectures. �ese two CNN ar-
chitectures have their characteristics and can bene�t the two fun-
damental problems: proposal re�nement and instance selection.
For example, as shown in Fig.3, the generated object bounding box
results from each network are inaccurate, thus can not be used
as proper instance-level labels. If we can combine their strengths
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Figure 3: �e two networks have di�erent strengths which
complement each other. �e black box is the ground truth.
�e green box, generated by the Region Proposal Re�ne-
ment (RPR) network, misses the lower part because it favors
the bounding boxwhich is occupied by the largest part of the
object. �e orange box, generated by the Positive Instance
Selection (PIS) network focus on classi�cation, and does not
align well with the ground truth.

to generate the boxes collaboratively, however, it is possible the
results will align well with the ground truth. A�er our approach
has generated the bounding boxes to annotate all images, we aim
to select reliably annotated images as our training examples. As
shown in Fig.4, each single network regards some wrongly anno-
tated images as good, but our dual-network leverages the strengths
of both networks to successfully assess the reliability of each image.

Notations. �e PIS network P and RPR network R take an
image I and a set of proposals as inputs. Region proposals are
generated from the SS algorithm, denoted as :

B (I ) = {(le f t , top, riдht ,bottom)i |1 ≤ i ≤ n}, (1)
where the results of B (I ) are n 4-dimension vectors representing

the coordinate of n proposals. �us the formulations of the PIS and
RPR networks can be wri�en as :

R (I ,B (I )) = {(rect , score )(i, j ) |1 ≤ i ≤ n, 1 ≤ j ≤ C}, (2)
P (I ,B (I )) = {(score )(i, j ) |1 ≤ i ≤ n, 1 ≤ j ≤ C}, (3)

whereC is the number of object classes, rect is the coordinate of the
re�ned box and score is the con�dence score for the corresponding
class (rect ⊂ R4).

3.2 Initialization
In this section, we introduce how to generate the box-level anno-
tations, in the �rst epoch, to initialize our dual-network. First, we
use SS to generate region proposals for each image. �en, we train
a classi�er with image-level labels to mine con�dent proposals
as the box-level annotations. In our approach, we adopt a recent
technique [23] to train this classi�er, in which the basic idea is
to leverage the CNN network to aggregate the con�dence scores
of multiple regions into an image-level classi�cation probability,
and to optimize it via the stochastic gradient descent (SGD) algo-
rithm. A�er training, the con�dence scores for each proposal can
be obtained from the median results of the network.

�ree post-procedures are used to eliminate the noisy proposal.
We apply the non-maximum suppression (NMS) operation on the
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Figure 4: Dual-Network outperforms single network for
computing the reliability of images with pseudo-labels. �e
solid yellow boxes indicate ground truth. �e dashed-line
boxes indicate pseudo-labels generated in the previous step
of the same iteration.

proposals with a threshold of 0.3 1 for each class. A class-speci�c
con�dence threshold is used to further reduce the number of unde-
sired proposals. �e proposal classi�er trained on weak labels is
not robust for complex images; for example, images that contain
multiple objects. We, therefore, prune those images that contain
many generated bounding boxes to avoid the possibility of unreli-
able annotated images. Lastly, the reserved annotated images are
used as training examples to initialize our dual-network. More
speci�c parameters are described in the experiments section.

3.3 Dual-Network Model and Solutions
Standard SPCL. �e progressive strategy in our approach is for-
mulated as an improved SPCL model, which is traditionally used
to handles the classi�cation problem. Given a set of training data
{(xi ,yi ) |1 ≤ i ≤ n}, a decision function f (xi ,w) and a loss function
L(yi , f (xi ,w)), SPCL aims to learn the model parameter w and the
latent variable v = [v1, ...,vn] by minimizing the learning objec-
tive Eq.4, where vi indicates whether to select the ith sample into
the training pool. λ is a hyper-parameter to control the learning
rate, and Ψ is the feasible region representing the predetermined
curriculum guide.

minw,vE(w, v; λ) =
n∑
i=1

viL(yi , f (xi , w)) − λ
n∑
i=1

vi ,

s .t . v ∈ Ψ , v ∈ [0, 1]n,
(4)

Dual-Network. Our approach to the WSOD problem is to lever-
age two mutually bene�cial networks. To incorporate this property,
a concise regularization term is embedded to optimize the SPCL
model. �e label y is also a learning variable, which is a set of
bounding boxes (y ⊂ [R4,C]) rather than the simple image-level
class label in the standard SPCL model. �us, we reformulate the
objective function as Eq.5, where i denotes the index of the ith

image, and j = 1, 2 indicates the classi�er and the detector, respec-
tively. wj represents the parameters for each model. vj is the SPL
regularization term, where vj is all v ji for the jth model. Similar to
Eq. 4,v ji determines whether to select the ith image for training the
jth model. (v1)T v2 is the bimodal regularization term, encoding

10.3 is a practical value commonly used in many papers [9, 16, 34]
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Figure 5: Overview of our Dual-Network Approach. Pseudo bounding boxes are initialized by an object detection algorithm,
the results of which are fed into our dual-network algorithm to �ne-tune the RPR and PIS networks. �e two networks
collaboratively generate a pool of the images with pseudo labels (bounding boxes). Each network assesses the reliability of
images in the pool to select images to use for training in the next iteration. Each network also recommends/accepts images
to/from the other.

the recommendation credibility of annotated images from the op-
posite network. When the parameter γ is small, each network will
tend to ignore the recommendation from the opposite network. As
γ grows, the recommendation from the opposite network becomes
more important.

minw,v,yE(w, v,y; λ,γ ,Ψ) =
2∑
j=1

n∑
i=1

v
j
i L

j (yi , Ii ,B (Ii ),w
j )

−

2∑
j=1

n∑
i=1

λjv
j
i − γ (v

1)
T v2

s .t . v
j
i ∈ {0, 1} , v ∈ Ψv , y ∈ Ψy

(5)

Curriculum Learning for Ψy . It is very di�cult to directly
optimize y in Eq.5 for many practical reasons, thus we apply several
speci�cally designed procedures to obtain y. Some researchers
generate pseudo boxes y by using the highest con�dent proposal
of each object class. We cannot well utilize the prior information in
this way. In our approach, we use the NMS and threshold �ltration2

a�er we obtain the bounding box results from the network to choose
the reliable generated boxes, which are much more likely to align
with the objects. We also have weak image-level labels for each
image, which can also help with bounding box generation. If the
generated bounding boxes are inconsistent with the image-level
labels, these boxes will simply be eliminated and we will only retain
the generated boxes with the correct class labels.

Collaborative Annotation. We evaluate several strategies to
extend the procedures in Ψy , which fuse the results of the PIS and
the RPR networks, as follows: a) directly average the con�dence
scores for each region proposal, and ignore the bounding box re�ne-
ment; b) similar to a) but contain the box re�nement results before
NMS operation; c) perform the pseudo box �ltration Ψy on the

20.7 for the threshold of NMS and 0.2 for the con�dence threshold

proposals and do box re�nement on the remained proposals. We
analyze the performance of di�erent strategies in the experiment
section.

Curriculum Learning for Ψv . Real-world images are complex.
For example, the 2nd image in Fig.6 contains a collection of 12
po�ed plants, making it quite di�cult to detect all objects. �us
we apply a image-pruning strategy to improve the precision and
recall of the selected training images. If an image contains too
many generated bounding boxes, it will be eliminated, as shown
in Fig.6, because the generated bounding boxes in such images
have a high probability of being inaccurate. Our networks may
not distinguish well between the overlapping objects of the same
class due to weak supervision, e.g., the bounding box in the 1st
image encloses two close people but the ground truth is two boxes
aligned with two separate people. �us, we compare each gener-
ated bounding box with the nearby cropped boxes in that image.
Assuming one generated box is [x ,y,w,h] 3, the nearby cropped
boxes are [x ,y, w2 ,h], [x + w

2 ,y,
w
2 ,h], [x ,y,w, h2 ], [x ,y + h

2 ,w,
h
2 ],

[x + w
6 ,y +

h
6 ,

2w
3 ,

2h
3 ] and [x − w

6 ,y −
h
6 ,

4w
3 ,

4h
3 ]. We calculate

the con�dence score for these boxes and compare them with the
original score. If any nearby box has a higher con�dence than
the original bounding box, it implicitly indicates that we have not
generated a well-aligned box. In this situation, these images are
eliminated, and the retained images are used as training examples.

Solutions. �e alternative search algorithm is used to solve our
dual-network model, i.e., Eq.5. We alternately optimize y, v and w,
and their detailed solutions are described below.

Update y: Fixing v andw, we directly compute y via our designed
procedure. As described in the curriculum learning for Ψy , y should
be solved by several steps: collaborative bounding box generation
by the PIS and RPR networks; NMS and thresholding; weak image-
level label correction.
3x, y are the x- and y-coordinate of the top-le� corner of this box, and w, h are the
width and height.
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Figure 6: Annotated Image Pruning. Whenwe select images,
annotated by our approach, for the training pool, two steps
are applied to prune unreliably annotated images. First, an
image with many bounding boxes indicates that the image
contains many objects and that it is relatively hard to de-
tect objects well. Second, the comparison strategy is used to
eliminate noisy annotated images. �e 1st image is dropped,
because the generated purple box has lower con�dence than
the le�-half and right-half cropped boxes. In contrast, the
3rd image is selected for training.

Update v: v determines which images will be used to train the
two networks. By calculating the derivative of Eq.5 with respect to
v
j
i , we obtain the following:

∂E

∂v
j
i

= Lj (yi , Ii ,B (Ii ),w
j ) − λj − γv

3−j
i , s .t . v ∈ Ψv (6)

�e closed-form solution is

v ji =



1 if Loss ji < λ j + γv3−j
i

0 if Loss ji ≥ λ
j + γv3−j

i
(7)

A�er calculating v, we follow the instructions v ∈ Ψv to set the
v
j
i = 0 for the dropped images, as shown in Fig.6.

Update w: In this step, we update the PIS network (j = 1) and the
RPR network (j = 2) based on the selection indicator v. Both can
be solved by following the standard process, as described in [9, 16].
More speci�c parameters are shown in the experiment section.

�e above updating processes are iterated by the sequence y,v1,
w1,y,v2,w2,y, ... until no more data are available or the maximum
number of iteration is reached. We illustrate the overall framework
in Fig.5. We �rst initialize the two networks according to Section.3.2.
For each iteration, we collaboratively generate the annotation for
each image, and use two networks to assess the reliability of each
annotated image. Each network not only selects training examples
by the self-assessment, but also accepts recommendations from the
opposite network. A�er each network has selected their own train-
ing examples, the two networks will be updated. As we gradually
improve the two networks, we are able to generate more reliable
annotated images, and these images will be used to further improve
the networks.

Algorithm 1 Algorithms for Solving the Dual-Network Model
Input: image with weak label Data = {(xi , li )}

region proposals PRs = {(xi ,B (xi ))}
PIS network w1/L1 and RPR network w2/L2

hyper-parameter λ,γ , regime Ψv ,Ψy
1: Initialize w1 and w2 according to Sec.3.2
2: Initialize v1 = O , v2 = O , iter = 1
3: while iter < max do
4: Generate annotations D = {(xi ,yi )}
5: Set unsatis�ed v = 0 based on v ∈ Ψv
6: Compute loss L1 for the PIS network.
7: Update v1 and re-train the parameter w1.
8: Compute loss L2 for the RPR network.
9: Update v2 and re-train the parameter w2.

10: end while
Output: the PIS with w1 and the RPR with w2

4 EXPERIMENTAL STUDIES
4.1 Benchmark Datasets
We evaluate our method on the PASCAL VOC 2007 and 2012 [14]
datasets, which are the most widely-used benchmark in the WSOD
problem. �e VOC 2007 dataset contains 10,022 images annotated
with bounding boxes for 20 object categories. It is o�cially split
into 2,501 training, 2,510 validation and 5,011 test images. �e VOC
2012 dataset is similar to VOC 2007 but is approximately twice as
large. We use the o�cial training and validation splits, and report
the evaluation results on the testing split.

4.2 Experimental Setting
Network. Our PIS network and RPR network are built based on
ResNet-50 [18] and VGG-16 [37], and other CNN models [13, 24,
44, 48] are also available. In the last iteration, we add the box
re�nement branch for the PIS network [17]. For the classi�cation
network in the initialization step, we choose ContextlocNet [23]
with the VGG-16 base model, an improved WSDDN [6]. We use
selective search [45] to extract about two thousand region proposals
for each image, following the standard processes and con�gurations,
as commonly used in [9, 16].

Initialization. �e initial model parameters for each network
are pre-trained on the ImageNet ILSVRC 2012 [24]. For simpli-
�cation, we directly use the o�cial released pre-trained models,
downloaded from Ca�e Model Zoo4. At the initialization step, we
train the classi�cation network via the standard procedure, as de-
scribed in [23]. We empirically eliminate the complex images which
have more than four objects with the same class. �e class-speci�c
threshold is then used to select high con�dence proposals as pseudo
box-level annotations. �ese threshold values are selected from
{1.0, 2.0, 3.0, 4.0, 5.0} according to the validation performance on
the validation set.

Parameters. We choose the parameter γ from {0.1, 0.2, ..., 0.5}
based on the validation set, and use γ = 0.3 in our experiments. �e
number of images selected for training is determined on the basis of
the validation set in the �rst iteration, and the number increases by

4h�ps://github.com/BVLC/ca�e/wiki/Model-Zoo
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Table 1: �antitative comparison of our dual-network approach on PASCAL VOC 2007 with the state-of-the-art in terms of
AP in the test set. PIS denotes the method when only the PIS network is used, and RPR denotes the method when only the
RPR network is used. Ensemble indicates simply fusing the results of the two networks. Dual-Network denotes our approach,
which achieves state-of-the-art performance on mean AP.

Method aero bike bird boat botle bus car cat chair cow table dog hors mbik pers plnt shp sofa train tv mean
Bilen et al. [5] 46.2 46.9 24.1 16.4 12.2 42.2 47.1 35.2 7.8 28.3 12.7 21.5 30.1 42.4 7.8 20.0 26.8 20.8 35.8 29.6 27.7
Wang et al. [46] 48.8 41.0 23.6 12.1 11.1 42.7 40.9 35.5 11.1 36.6 18.4 35.3 34.8 51.3 17.2 17.4 26.8 32.8 35.1 45.6 30.9
Zhang et al. [51] 47.4 22.3 35.3 23.2 13.0 50.4 48.0 41.8 1.8 28.9 27.8 37.7 41.6 43.8 20.0 12.0 27.8 22.9 48.9 31.6 31.3
Kantorov et al. [23] 57.1 52.0 31.5 7.6 11.5 55.0 53.1 34.1 1.7 33.1 49.2 42.0 47.3 56.6 15.3 12.8 24.8 48.9 44.4 47.8 36.3
Bilen et al. [6] 46.4 58.3 35.5 25.9 14.0 66.7 53.0 39.2 8.9 41.8 26.6 38.6 44.7 59.0 10.8 17.3 40.7 49.6 56.9 50.8 39.3
Li et al. [27] 54.5 47.4 41.3 20.8 17.7 51.9 63.5 46.1 21.8 57.1 22.1 34.4 50.5 61.8 16.2 29.9 40.7 15.9 55.3 40.2 39.5
Jie et al. [21] 52.2 47.1 35.0 26.7 15.4 61.3 66.0 54.3 3.0 53.6 24.7 43.6 48.4 65.8 6.6 18.8 51.9 43.6 53.6 62.4 41.7
Diba et al. [12] 49.5 60.6 38.6 29.2 16.2 70.8 56.9 42.5 10.9 44.1 29.9 42.2 47.9 64.1 13.8 23.5 45.9 54.1 60.8 54.5 42.8
PIS 58.9 53.3 39.9 14.0 7.1 64.2 64.1 19.0 10.2 32.3 52.7 51.7 61.1 63.7 7.3 11.9 34.0 51.6 51.3 51.5 40.0
RPR 56.3 50.4 34.5 12.6 11.2 61.2 54.6 23.6 10.4 26.6 47.4 48.0 54.9 55.4 12.8 13.9 22.7 49.8 55.6 47.8 37.5
Ensemble 60.1 54.8 44.0 13.1 12.8 65.5 62.4 22.0 11.0 28.7 52.2 55.5 61.2 63.6 10.8 15.0 34.5 56.9 57.7 51.1 41.6
Dual-Network 62.5 54.6 44.3 12.9 12.7 63.8 60.6 25.0 5.4 48.0 49.3 58.7 66.6 63.5 8.5 17.3 40.7 59.4 53.9 51.4 43.0

Table 2: Performance on PASCAL VOC 2012 dataset.

mAP (test) CorLoc (trainval)
Li et al. [27] 29.1 -
Kantorov et al. [23] 35.3 54.8
Jie et al. [21] 38.3 58.8
Dual-Network 36.6 61.4

a �xed step for subsequent iterations. During the network training,
we train four epochs in total, and set the learning rate as 0.001 for
the �rst two epochs and 0.0001 for the last two. We use a weight
decay of 0.0005 and a momentum of 0.9. All images are resized
such that the shorter side of the image is 600 following [9, 16, 34].
We only use one GPU for training, se�ing two images with 256 RoI
per batch. Online Hard Example Mining is adopted for the R-FCN
network. During inference, we do not use any argumentation trick.

4.3 Evaluation and Comparison
Two standard methods are used to evaluate the e�ciency of our
Dual-Network approach. First, we calculate the average precision
(AP) evaluation metrics on the test set. Second, we evaluate the
correct localization (CorLoc) [11] on the trainval set. Both follow
the standard evaluation se�ings.

Eight recently published state-of-the-art algorithms are com-
pared with our Dual-Network approach, i.e., [5, 6, 12, 21, 23, 27,
46, 51]. At �rst glance, it seems the comparison is unfair because
we use two di�erent networks. But it can be observed that others
also merge or cascade multiple networks, For example, Diba et al.
[12] cascade three stages in their CNN architecture, Bilen et al. [6]
merge three networks with di�erent architectures, and Dong et al.
[27] perform two networks to make progressive domain adaptation.
�us for a fair comparison, we carefully cite the best performance
with the same training images reported in their papers.

4.4 Analysis
Table 1 shows the AP on the PASCAL VOC 2007 test set. �e en-
semble method fuses the results from the two networks, which are

Table 3: Ablation studies on PASCAL VOC 2007 trainval set
(CorLoc) and test set (mAP). ‘a’, ‘b’ and ‘c’ indicate the dif-
ferent respective collaborative annotation strategies. RPR
and PIS with VGG-16 indicates using the VGG-16 as the base
model.

mAP CorLoc
PIS with VGG-16 39.2 59.0
RPR with VGG-16 32.7 53.2
a) average score without box re�nement 43.0 60.9
b) box re�nement before NMS fail fail
c) box re�nement a�er NMS 42.6 60.0

separately trained. Compared with the single network and the en-
semble method, our dual-network shows a signi�cant improvement
with about 1.5% absolute gain on mean AP. �is observation demon-
strates that our dual-network model can satisfactorily leverage the
mutual bene�ts of the two complementary networks. In addition,
our approach outperforms most of the other WSOD algorithms
in terms of the mean AP. Diba et al. [12] achieve a similar mAP
to our approach, but we obtain much higher mAP on some spe-
ci�c classes, e.g., airplane (about 13%) and dining table (about 20%),
and outperform them in terms of CorLoc. Our approach bene�ts
from the progressive strategy and the performance of some classes
which usually are usually easy to distinguish and can be identi�ed
at �rst glance can be greatly improved. For example, an airplane
or a dining-table usually takes up a large proportion of the images.
�ese objects can be likely to be well-detected and provide good an-
notations for the next round. Our approach is weak on the clu�ered
classes with small size; for example, if there are a lot of small bo�les
sca�ered on a table, we cannot clearly distinguish between each
bo�le with weak supervisions. �us with the progressive manner,
we might obtain a worse result due to poor initialization. We will
investigate how to improve the performance of the small objects in
the future.

Table 4 shows the correct localization on the PASCAL VOC 2007
trainval set, which is evaluated in the positive training images. �e
CorLoc only focuses on localizing one object on the positive class,
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Table 4: �antitative comparison on PASCAL VOC 2007 trainval set in terms of correct localization.

Method aero bike bird boat botle bus car cat chair cow table dog hors mbik pers plnt shp sofa train tv mean
Bilen et al. [5] 66.4 59.3 42.7 20.4 21.3 63.4 74.3 59.6 21.1 58.2 14.0 38.5 49.5 60.0 19.8 39.2 41.7 30.1 50.2 44.1 43.7
Wang et al. [46] 80.1 63.9 51.5 14.9 21.0 55.7 74.2 43.5 26.2 53.4 16.3 56.7 58.3 69.5 14.1 38.3 58.8 47.2 49.1 60.9 48.5
Zhang et al. [51] 75.7 37.9 68.3 53.2 11.9 57.1 59.6 63.7 16.4 63.9 17.5 62.3 71.6 71.5 45.6 14.7 53.1 41.1 75.5 24.4 49.3
Bilen et al. [6] 73.1 68.7 52.4 34.3 26.6 66.1 76.7 51.6 15.1 66.7 17.5 45.4 71.8 82.4 32.6 42.9 71.9 53.3 60.9 65.2 53.8
Li et al. [27] 78.2 67.1 61.8 38.1 36.1 61.8 78.8 55.2 28.5 68.8 18.5 49.2 64.1 73.5 21.4 47.4 64.6 22.3 60.9 52.3 52.4
Kantorov et al. [23] 83.3 68.6 54.7 23.4 18.3 73.6 74.1 54.1 8.6 65.1 47.1 59.5 67.0 83.5 35.3 39.9 67.0 49.7 63.5 65.2 55.1
Jie et al. [21] 72.7 55.3 53.0 27.8 35.2 68.6 81.9 60.7 11.6 71.6 29.7 54.3 64.3 88.2 22.2 53.7 72.2 52.6 68.9 75.5 56.1
Diba et al. [12] 83.9 72.8 64.5 44.1 40.1 65.7 82.5 58.9 33.7 72.5 25.6 53.7 67.4 77.4 26.8 49.1 68.1 27.9 64.5 55.7 56.7
PIS 84.2 70.6 61.9 23.9 20.6 77.7 80.4 39.5 11.7 70.5 67.3 66.0 85.0 87.1 21.1 41.8 67.0 58.3 68.8 70.3 58.7
RPR 80.8 61.6 58.9 23.9 18.3 71.1 74.1 36.9 12.4 66.4 53.6 58.6 71.8 80.7 22.2 35.9 59.8 50.3 66.5 60.2 53.2
Ensemble 86.2 69.0 64.0 26.6 21.8 79.7 79.0 41.0 14.7 71.9 66.5 64.7 84.4 87.1 23.2 45.1 67.0 59.1 70.0 68.8 59.5
Dual-Network 85.3 71.9 66.8 27.0 26.5 81.2 78.5 36.1 17.2 80.6 61.8 76.1 86.3 83.6 22.2 43.6 74.8 60.6 67.6 70.5 60.9

tv-monitor

sofa

epoch 2 epoch 3

car

bird , person

epoch 1

Figure 7: Examples of our generated box-level annotations.
�e yellow and orange boxes are generated by our dual-
network approach and used as annotations for the next
round training. Each triplet indicates the boxes generated
in the same image from 1st epoch to the 3rd epoch.

which is easier than mAP. Our approach obtains approximately 4%
improvement over others. �is may be because the localization ca-
pability of our PIS network can be improved by collaboration with
our RPR network. A similar improvement of CorLoc on PASCAL
VOC 2012 can be seen in Fig.2. We also illustrate the success and
failure of some annotated images in Fig.7, in which the generated
yellow bounding boxes are good and gradually align with the ob-
jects. �e orange boxes miss some parts of the person, which are
bad for training.

4.5 Ablation Studies
We compare the performances of some di�erent con�gurations,
as shown in Table 3. �ree collaborative annotation strategies are
compared. a) is our baseline method and used in Table 1 and Table
4. As we can observe, the collaborative annotation strategy b) fails.
�e proposal re�nement is unstable and di�cult to learn, thus if
we re�ne all the region proposals before NMS, there will be large
noisy wrongly-re�ned proposals, which may harm the performance.
Re�nement a�er NMS (c) obtains a slight improvement because the
noisy proposals, which have a high possibility of being wrongly
re�ned, are eliminated. In addition, the RPR network with VGG-16
obtains poor performance, because the base VGG-16 contains three
full connected layers, which cannot be directly applied in the RPR
architecture. As a result, meaningful information is discarded from
the RPR architecture with VGG-16 model. �is greatly degrades
the overall object detection performance, and we, therefore, do not
use VGG-16 as our base model.

5 CONCLUSION
In this paper, we propose an e�ective dual-network approach to
solve the WSOD problem. In typical solutions to the WSOD prob-
lem, the positive instance selection and the region proposal re-
�nement are fundamental problems, which greatly in�uence the
�nal detection performance. In contrast, we leverage a PIS net-
work and a RPR network to focus on these two problems, respec-
tively. With the mutual bene�ts of the characteristics of the two
networks, our approach progressively improves both networks and
ultimately achieves a be�er detection performance. Experimental
results demonstrate that our dual-network approach achieves state-
of-the-art performance compared to other algorithms, achieving
43.0% mAP on the PASCAL VOC 2007 test set. Besides, by substitut-
ing more superior modules in each step, our dual-network approach
is expected to inspire further strategies to enhance WSOD in future
research.
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