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ABSTRACT
Multi-camera videos with abundant information and high
flexibility are expected to be useful in a wide range of ap-
plications, such as surveillance systems, web lecture broad-
casting, concerts and sports viewing, etc. Viewers can enjoy
a high-presence viewing experience of their own choosing
by means of virtual camera switching and controlling view-
ing interfaces. However, some viewers may feel annoyed by
continual manual viewpoint selection, especially when the
number of selectable viewpoints is relatively large. In or-
der to solve this issue, we propose an automatic viewpoint-
recommending method designed especially for soccer games.
This method focuses on a viewer’s personal preference for
viewpoint-selection, instead of common and professional edit-
ing rules. We assume that the different trajectory distribu-
tions cause a difference in the viewpoint selection accord-
ing to personal preference. We therefore analyze the rela-
tionship between the viewer’s personal viewpoint selecting
tendency and the spatio-temporal game context. We com-
pare methods based on a Gaussian mixture model, a gen-
eral histogram+SVM and bag-of-words+SVM to seek the
best representation for this relationship. The performance
of the proposed methods are verified by assessing the degree
of similarity between the recommended viewpoints and the
viewers’ edited records.

Keywords
multi-view video recommendation; user preference; Gaus-
sian mixture model

1. INTRODUCTION
Multi-view videos taken by multiple cameras from differ-

ent angles are playing an important role in video services
with the development of video capturing, processing and
delivering technologies [1, 2]. Furthermore, free-view videos
can be generated to provide more viewpoint options by inter-
polating scenes or modeling 3D scenes [8, 10, 13]. Because
of the diverse information and viewing options, viewers can
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enjoy more interesting contents in their own way than that
provided by the professional TV broadcasters with a sin-
gle forced viewpoint. Thus, multi-view videos are suitable
to represent events as diverse as web lectures, concerts and
sports viewing.

However, the continual selection of appropriate viewpoints
by a completely manual process on the existing multi-view
video interface [11, 12] could be annoying, especially when
the selection options are relatively numerous. A high level of
viewer stress could occur when viewing a dynamic event in a
wide-scale field. Thus, an automatic viewpoint recommen-
dation based on a viewer’s personal preference is important
for multi-view video watching in such situations. In this
work, we focus on the viewpoint recommendation for the
sports game, in particular, the soccer game.

There are several related studies on automatic viewpoint
selecting. In works [4, 15, 18], camera selecting are based
mainly on audio feature, face trajectory and speaker posi-
tion for web lectures and meeting broadcasts. The audio
context are not suitable for sports games due to the noise
of the crowd and far distance of wide-angle cameras. Saini
et.al. [16] proposed a framework for the automatic mashup
of dance performance videos taken by mobile phones. They
chose the best angle based on view quality context depend-
ing on such as illumination and shakiness, and professional
editing rules. We assume that game context consisting of in-
dividual object information, such as positions of the ball and
players, is more reliable than the audio-visual information
used in the above methods for sports games.

Other researchers have also focused on the game context.
In work [5, 6] Daniyal et al. presented an algorithm for
viewpoint-quality ranking based on object scoring for frame-
level features including size and location of the players in a
basketball game. The extended approach in work [17] op-
timized the viewpoint transition by viewpoint-quality eval-
uation with dynamic measurements corresponding to game
context represented by the object position calculated in each
frame. Muramatsu et al. [14] selected viewpoint by learning
the average of object features, such as position, distance
to the camera and size in the view among a short time
from user’s viewpoint-selection records. However, these ap-
proaches are processed either without or with poorly repre-
sented past and future object dynamics such as trajectory
and temporal behavior. We assume that the game context
is described better by information about the object’s trajec-
tory than by frame-level information, and that the recent
machine-learning representation is more effective than sim-
ple average processing.
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Most of the related studies discussed above focus mainly
on common preferences [4, 5, 6, 15, 18] such as assigning
the viewpoint evaluation score in proportion to the size and
number of players visible in the view, and professional edit-
ing rules [16] such as learning the shot length from the di-
rectors’ viewpoint transition. However, viewers might prefer
viewing that is based on their own preferences and styles.
There are only a few existing studies on user-dependent
viewpoint recommendation [14, 17]. They learn the object’s
features and optimize the weight parameters for feature com-
bination from each user’s viewpoint-selection record. The
performance of these approaches is limited due to the lack
of representation of the object’s temporal information.

We therefore aim to achieve a personal viewpoint rec-
ommendation considering the spatio-temporal game context
represented by the trajectory of the main viewing target,
i.e., the ball. We assume that different viewers show differ-
ent viewpoint-selection tendency for different trajectory dis-
tributions. Thus, we apply a machine leaning to learn the
relationship between the trajectory distribution of the view-
ing target and each viewer’s viewpoint-selection tendency
to achieve an effective personal viewpoint recommendation.
We first divide short video sequences into cuts. We then
use the ball-trajectory distribution in each cut as a feature
vector to learn each viewer’s viewpoint selection preference
for the spatio-temporal game context. We compare and seek
the best one from three methods each based on a Gaussian
mixture model(GMM), a two-dimensional histogram with
SVM, and a bag-of-words(BoW) with SVM to achieve the
best performance for personal recommendation based on the
viewer’s viewpoint-selection records.

Contributions. We now summarize our contribution in
this paper as follows.

• We realize personal viewpoint recommendation using
the trajectory distribution of the main viewing target
in order to featuring spatio-temporal context for per-
sonal preference learning.

• We achieve the better performance over other repre-
sentations by using GMM-based method.

2. PERSONAL VIEWPOINT RECOMMEN-
DATION

The proposed method describes trajectory distribution of
the viewing target as feature vectors in order to learn each
viewer’s preference from viewpoint-selection records of the
viewer’s in cuts dividing the video sequences. Most viewers
of a soccer game have a trend to view the game by following
the ball [9]. Thus, we use the ball as the main viewing target,
and we use its trajectory to represent the game context that
is required for a personal viewpoint recommendation.

In this section, we first detail the analysis of the rela-
tionship between the ball trajectory distribution and each
viewer’s viewpoint-selection tendency. Then, we discuss three
methods for describing the relationship. We also discuss two
definitions of cut unit includes several frames segmented
from the video sequence. In the following discussion, we
represent the ball trajectory by B = {Ti}, where i is the
trajectory index of each cut. The trajectory of each cut is
T = {xf}Ff=1 is the trajectory of each cut, where xf ∈ R2

is the point on the field coordinate system at frame f(1 ≤
f ≤ F ).
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(a) Viewer 2 (b) Viewer 6

Figure 1: Ball-trajectory distribution for each se-
lected viewpoint of two viewers in Game 2. Lines
of different colors show the trajectories during cuts
unit in overall soccer field.

2.1 Qualitative Analysis of Trajectory Distri-
bution and Viewpoint-selection Tendency

We assume that viewers select the appropriate viewpoints
based on the game context, which can be represented by
the spatio-temporal movement of the main object, i.e., the
ball in the case of a soccer game. We analyze the rela-
tionship between the ball trajectory and each viewpoint-
selection records acquired in our video-editing experiment.
Figure 1 shows that the ball trajectories centered around a
location in the soccer field when each viewer selected each
viewpoint. In other words, the ball trajectories have dif-
ferent trends for the different viewpoints that are selected.
Thus, we consider that using the ball-trajectory distribution
is effective to learn different viewpoint-selection tendency.

2.2 Learning Personal Preference
Personal preference can be represented by the relationship

between personal viewpoint-selection tendency and distri-
bution of ball trajectories. We compare three methods each
based on GMM, a two-dimensional histogram with SVM and
BoW with SVM to seek the best representation for the re-
lationship.

2.2.1 Gaussian Mixture Model based Method
GMM is the linear combination of several Gaussian com-

ponents, and it is widely used to express an object-position
distribution. In this work, we use it to represent the differ-
ent ball-trajectory distributions of the different viewpoints
for each viewer. For each viewpoint c, we gather the ball
trajectories Bc while it is selected. We express the points in
the gathered trajectories using GMM with EM algorithm to
estimate the parameters (mean and covariance).

We generate the model of each viewpoint for each viewer
from the training data. For each video sequence in the test
data, we first divide the video sequence into cuts and ex-
tract the ball trajectory T from each cut. We calculate the
grand total of the log-likelihood of each trajectory T un-
der the generated GMM of each viewpoint for the viewer.
We recommend the viewpoint with the largest likelihood for
each trajectory. The number of components is based on the
experimentally varied results, as discussed later.

2.2.2 Histogram with SVM based Method
We also employ a method based on two-dimensional his-

togram with SVM called Hist-SVM for short. We spatially
divide the soccer field equally into M ∗N bins. We calculate
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the histogram of the ball trajectory T in each cut. A his-
togram normalization is conducted in consideration of the
differences in the length of a cut.

In the training steps, we use the normalized histogram
as s feature vector and perform the learning by SVM with
a RBF kernel. The supervised signals are the viewpoint-
selection records of each viewer. Thus, we build the multi-
class classifiers corresponding to each viewpoint in order to
recommend viewpoints. For the test data, the SVM assigns
a viewpoint to the trajectory T in each cut in the same way
as in the training step. In this study, M and N are set
to their optimum values based on the experimentally varied
results.

2.2.3 BoW with SVM based Method
Finally, we employ a bag-of-words technique with SVM [3]

called BoW-SVM for short. We first cluster all the points in
the ball trajectory B of the training data to cordwords using
the Gaussian Mixture Model. A codeword in this work is
defined as each Gaussian distribution in the Gaussian Mix-
ture Model. We then apply a soft assignment to generate
the histogram of codewords in the cut. The scores of bins
of the codewords histogram are calculated by the sum of
the normalized likelihood under each Gaussian distribution
for points of the trajectory T in the cut. We generate the
codewords histogram as a feature vector. We then learn the
relationship between the feature vectors and the selected
viewpoints by each viewer with RBF kernel based SVM us-
ing the viewpoint-selection records as the supervised signals.
Thus, we build the multi-class classifiers as with Hist-SVM.
In the test step, the SVM assigns a viewpoint to the feature
vector. The number of codewords is set to the optimum
value based on the experimentally varied results.

2.3 Video Cut Segmentation
In this study, we take care to reflect the fact that view-

ers select viewpoints according to the game context in past
and future periods, and not only solely on the current frame.
We use the cut consisting of multiple frames to represent the
spatio-temporal game context. Therefore, it is necessary to
determine how the video sequence should be segmented. In
this study, we consider the following two kinds of segmenta-
tion.

2.3.1 Ideal Segmentation
Here, ideal segmentation is a result that the game context

is appropriately classified according to personal preference,
which causes viewer’s viewpoint selecting. We call this seg-
mentation SegU for short. It is unavailable for viewpoint
recommendation in practice. In this study, we record the
viewer’s viewpoint switching timing to segment the video
sequences to verify the upper bound of recommendation ac-
curacy.

2.3.2 Equal Segmentation
Equal segmentation is a result that the video sequence is

segmented into cuts of a fixed length, which can be easily re-
alized in practice. We call this segmentation SegS for short.
We adopt the sliding-window method to compensate for the
overlap in each cut. Concretely, we generate the cut with
a window size around each frame. The recommended view-
point based on the trajectory distribution in the cut unit is
assigned to the center frame of the cut. The window size,

(a) Game 1 (b) Game 2

(a) Game 1

(b) Game 2

Figure 2: Camera position and sample viewpoint
images.

which is the length of the cut, is set to the optimum value
based on the experimentally varied results.

3. EXPERIMENT
In this study, we collect the viewers’ viewpoint-selection

records through video-editing experiment using soccer game
multi-view videos dataset. Construction of the proposed
methods and effectiveness evaluation are carried out using
the same dataset.

3.1 Multi-view Video Dataset
We use multi-view video datasets of two soccer games in

different venues with different camera settings to evaluate
the proposed method. The games were filmed using 13 dig-
ital cameras (CASIO EX-F1, at 30 fps 1920 × 1080 pixels)
with no pan, tilt, or zoom) around the soccer field. The
camera settings and sample viewpoint images are shown in
Figure 2. The video sequences were synchronized after film-
ing. We obtained the position of the ball through manual
labeling and an interpolation procedure since our main focus
is the viewpoint selection but not automatic ball tracking.
Some vision-based and sensor-based tracking techniques are
being researched separately for this purpose [7].

3.2 Collection of Viewers’ Selection Records
We conducted a multi-view video editing experiment to

collect viewers’ records. The participants in this experiment
comprised six males and four females of ages between 20-
39. They were all occasional viewers of soccer games, with
no particular expertise. In view of the difficulty of partici-
pants performing video editing work for long periods of time,
we randomly presented 11 and 10 short video sequences (of
about 30 seconds each) containing typical play scenes to the
participants for each game in the experiment. The partici-
pants could repeatedly replay each scene, select viewpoints,
and confirm the selected viewpoints with a simple action on
a graphical user interface. The editing record of each par-
ticipant would reflect their personal preference so that could
be used for personal preference learning.
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3.3 Training Using Mirror Samples
In a practical application of the method, we assume that

training data acquired from viewers are limited because we
can only use a few parts of the game for this purpose without
annoying the viewer. Thus, we introduce a useful method
to increase the training data as follows.

Since soccer field is symmetrical in the left-right direction,
the mirror-reversed positions of the ball with respect to the
center line of the field can also be expected to represent
virtual game context. Thus, we add the mirror trajectories
to the training data. Besides, since the cameras surrounding
the field are also symmetrical in most games, we transfer
the viewer’s selected viewpoint corresponding to the mirror
trajectory to the camera in a correspondingly symmetrical
position as the new records.

3.4 Comparative Methods
AveragePos uses centroid of the ball positions during a

cut as the feature, which is used in [14] as mentioned in the
first section.

WeightOptm uses context-dependent optimized weights
to combine the features in each frame, which is used in [17]
as mentioned in the first section.

3.5 Evaluation Framework
We conducted a leave-one-sequence-out cross-validation as

the evaluation by using one sequence of each participant’s
viewing records as testing data until all the sequences are
used as test data. We then compared the viewpoints rec-
ommended by each method and each participant’s viewing
records and calculated the average concordance rate of all
the test data on each frame.

4. RESULTS
We use the evaluation framework mentioned above to ver-

ify the performance of each method.

4.1 Parameters
The proposed methods achieved the highest average con-

cordance rate using the following parameters. The number
of component in GMM were 4 and 1, the number of note-
codes in BoW-SVM were 31 and 36 for the two games sep-
arately. With regard to Hist-SVM, 7 ∗ 3 = 21 bins was the
best for both games.

4.2 Concordance Rate
The average concordance rates of 10 participants with dif-

ferent methods for the two games are shown in Figure 3(a)
and (b). From these figures, we find that the method based
on GMM with ideal segmentation (GMM+SegU) achieved
the best concordance rates 66.46% and 56.65% for the two
games, separately. With regard to the game-context rep-
resentation, GMM was more effective than those based on
Hist-SVM and BoW-SVM. The lower result of the compara-
tive methods (i.e., AveragePos and WeightOptm) show that
using the spatio-temporal game context was effective. All
the proposed methods achieved higher concordance rates
than those of AveragePos for the two games. This result
shows that the centroid of the ball position during a cut
could not represent the game context.

In addition, Figure 4(c) and (d) show the concordance
rates of GMM for each participant obtained in the experi-
ment of the two games. In the figure, we show the result
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Figure 3: Concordance rates of different methods
with different segmentation for the two games
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Figure 4: Comparision with results of training using
other viewers’ records for each viewer.

of leave-one-participant-out cross validation as the average
performance. The performance of learning from each par-
ticipant through the leave-one-sequence-out cross-validation
was better than that of the average one. This result shows
that each participant had a different viewing tendency and
our recommendation reflected their personal preference.

The performance when using the mirror trajectories in the
training step was evaluated in the same way. The concor-
dance rates for GMM based method increased from 66.46%
and 56.65% to 67.70% and 61.96% of the two games respec-
tively, showing the effectiveness of increasing the training
data.

5. CONCLUSIONS
In this study, we proposed an automatic viewpoint recom-

mendation method based on personal preference. We pre-
dicted the personal recommendation by learning the rela-
tionship between personal viewpoint-selection tendency and
the spatio-temporal game context in the form of the tra-
jectory distribution of the main viewing target. The ex-
perimental results showed the GMM based method outper-
formed other methods. In the future, we intend to include
the spatio-temporal features of other objects related to the
main target and to discuss on better methods for segmenta-
tion.
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