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ABSTRACT

Personality traits such as extroversion, agreeableness, and
openness to experience, are tightly coupled with human abil-
ities and behaviour encountered in daily lives: emotional
expression, success in interpersonal relationships and tasks,
leadership ability, general job performance, and academic
ability. Personality traits also affect how people interact
with technology. Users tend to anthropomorphise comput-
ers, virtual agents and robots, treating them as social beings,
and interpreting their behaviour similarly to daily human-
human interactions. However, both the common everyday
technology including smart phones, and the more sophisti-
cated systems people use nowadays, such as assistive tech-
nologies, embodied virtual agents, and social robots, lack
the capability of understanding and predicting their human
user’s personality, and adapting appropriately for an engag-
ing and personalised interaction.

This talk will focus on automatic prediction of impres-
sions and inferences about traits and characteristics of peo-
ple based on their observable multimodal behaviours in the
context of human-virtual character and human-robot inter-
actions. The first part of the talk will introduce and de-
scribe the creation and evaluation of the MAPTRAITS sys-
tem that enables on-the-fly prediction of the widely used
Big Five personality dimensions (i.e., agreeableness, open-
ness, neuroticism, conscientiousness and extroversion) from
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a third-vision perspective [6], [5], [4]. A novel approach for
sensing and interpreting personality is through a wearable
camera that provides a first-person vision (FPV) perspective
and therefore enables the acquisition of information about
the users’ true behaviours and intentions. Accordingly, the
second part of the talk will introduce computational analysis
of personality traits and interaction experience through first-
person vision features in a human-robot interaction context
[3].

The perception of personality is also crucial when the
interaction takes place over distance. Tele-operated robot
avatars, in which an operator’s behaviours are portrayed
by a robot proxy, have the potential to improve interactions
over distance by transforming the perception of physical and
social presence, and trust. However, having communication
mediated by a robot changes the perception of the opera-
tor’s appearance, behaviour and personality. The third and
last part of the talk will therefore present a study on how
robot mediation affects the way the personality of the op-
erator is perceived, analysed and classified, and will discuss
the implications our research findings have for autonomous
and tele-operated robot design [1], [2].
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