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ABSTRACT
Food diaries or diet journals are thought to be effective for
improving the dietary lives of users. One important chal-
lenge in this field involves assisting users in recording their
daily food intake. In recent years, food image recognition
has attracted a considerable amount of research interest as a
new technology to help record usersʟfood intake. However,
since there are so many types of food, and it is unrealistic
to expect a system to recognize all foods. In this paper, we
propose an optimal combination of image recognition and
interactive search in order to record users ʟintake of food.
The image recognition generates a list of candidate names
for a given food picture. The user chooses the closest name
to the meal, which triggers an associative food search based
on food contents, such as ingredients. We show the proposed
system is efficient to assist users maintain food journals.
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1. INTRODUCTION
Food diaries or dieting journals are considered an effective

approach to improving one ʟs dietary life. Various services
are available nowadays to assist users with recording and an-
alyzing their daily food intake. In recent years, smartphones
have played an important role as a portable food recording
tool. Services, such as MyFitnessPal [3] and Asken [1], have
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developed smartphone applications that help users record
their food intake.

Food journaling requires that users record each meals,
along with the time and amount of consumption. The dis-
charge of this operation imposes stringent demands on the
user. To resolve this problem, past studies have proposed a
number of image-based food recording systems [8, 13, 18, 5,
9]. These systems assume the following: A user is asked to
take a picture of the food. The system then suggests names
for the meal through image recognition. Finally, the user
records the meal name by selecting the correct one in the
list of suggestions. Although these system recognize a lim-
ited number of meals at a high accuracy, it remains difficult
to recognize meals accurately enough to serve the purposes
of food journaling. Image recognition requires a large num-
ber of pictures to train its models. However, the variety
of meals in everyday life is far too large for there to be an
exhaustive database of images to train learning models.

In this paper, we propose a method to update the result of
image recognition by associative search based on user feed-
back. An overview of the proposed system is shown in Figure
1. The system first suggests meal names by recognizing a
photo of the food taken by the user. The user then selects
the most appropriate name. If the list does not contain the
correct name of the given meal, the user can select the closest
one. Following this, the system updates the list by searching
associative meals in the entire database. By a combination
of food image recognition and food search, the user can thus
search a much larger number of meals beyond the classes
that can be recognized from a picture.

2. RELATED WORK
Food image recognition is considered a core task for image-

based food recording systems [9, 25, 7, 11, 13, 8]. Recent suc-
cessful approaches [25, 8] are based on Convolutional Neural
Networks (CNN), such as AlexNet [14] and GoogLeNet [21].
These recognition models are trained by such food image
datasets as Foodʕ101 [9] and UEC–FOOD256 [12].
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Figure 1: An overview of the proposed system. It
performs image recognition on a given picture of a
food and shows a list of candidates. The user finds
the appropriate one in the list. If not, he/she se-
lects the most associated one with the given dish.
The system then updates candidates by associative
search of foods.

However, these datasets are not large enough to accom-
modate all meals featuring in food journaling applications.
Of food nutrition databases, Eat Smart [2] contains 1,870
classes of general foods in Japan and more than 90,000
in their detailed database. The USDA ʟs National Nutri-
ent Database [22] contains 8,789 classes of standard food
from the United States. As a purportedly exhaustive food
dataset, MyFitnessPal [3] provides users with millions of
foods, along with their nutritional and caloric information.
It is impractical to recognize these large numbers of classes
using only images.

In this paper, we propose a method to improve the results
of image recognition of food by associative search based on
user feedback. It is similar to Relevance Feedback (RF)
[24, 20, 17], which is a classical approach to the problem
whereby users’ search queries are often insufficient to un-
derstand their intentions in information retrieval systems.
It attempts to complete these queries by analyzing users’
actions on initial search results. Various retrieval targets
and user feedback types have been discussed in the litera-
ture. Rui et al. [20] applied RF to content-based image
retrieval. They defined five levels of relevance for each item.
The function representing the affinity between two images is
updated by a relevance score obtained from the initial im-
ages. In our proposal, we define a relevance based on food
content, such as ingredients and nutritional value.

Our RF searches for foods associated with the image of
a given meal from an entire text database of food. Com-
puting similarity between two meals has been discussed in
the field of food recipe analysis. Some previous work has re-
ported that ingredients and descriptions of recipes are more

important than the names of meals to search similar recipes
[23, 10]. Therefore, we consider this information in the food
database.

3. DATASET

3.1 Eat Smart database
We used the Eat Smart database provided by Eat Smart

Inc. [2] as our generic food nutrition database. This database
contained data regarding two types of food: a generic database
containing 1,870 common meals, such as “egg sandwich,”
and a very detailed food database containing approximately
90,000 meals, such as “egg sandwich sold at 7-eleven.” We
used only the generic database in this study.

The database includes information concerning the ingre-
dients of foods, and the amount of the various ingredients
and nutrients in each meal. Almost all ingredients were de-
fined by the Standard Tables of Food Composition in Japan
[19].

Each meal was assigned to a major and a minor category.
There were 17 classes in the major category and 91 in the
minor. For example, “custard pudding” was categorized in
“sweets and dessert” as its major category, and “cake, jelly,
and parfait” as its minor category.

3.2 FoodLog dataset
To construct the food image recognition system, we used

the data from FoodLog [5]. FoodLog is an image-based food
journaling application that was launched in July 2013. It is
mainly used in Japan. FoodLog users record their daily food
intake to the FoodLog system via photos. Meals in a photo
are localized as square areas through the touching and drag-
ging operation on a smartphone. Each area is annotated by
a meal name. The meal names have two types of definitions.
One is from the generic database of Eat Smart and the other
from users’ free description. We only considered the former
in our recognition system.

4. OUR PROPOSED SYSTEM
An overview of our proposed system is provided in Figure

1. The system first applies CNN to recognize a meal in
the image given by a user and suggests meal names from a
list. The user chooses the correct meal name from the list.
In case the meal is not listed, the user can select the meal
most relevant with the given one. The system then searches
for associative meals in the database to update the list of
candidate meal names.

4.1 Food image recognition
In order to implement food image recognition, we made

use of Network In Network (NIN) [16] which is a CNN with
a small network structure consisting of inexpensive compu-
tational resources. In order to optimize the determination
of what to recognize and how many classes to recognize, we
compared several models in the experiments below.

4.2 Associative Food Search
The meals in the generic dataset are divided into cate-

gories, and the ingredients of each meal are available. We
defined the degree of association by using categories and in-
gredients.
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We compute text vectors and ingredient vectors. Text
vector Ti of meal i is generated by its name, and an ingre-
dient vector Ii is generated by its ingredients. Moreover, we
define a category label ci. The degree of association a(i, j)
between meal i and j is defined as:

a(i, j) = cos(Ti, Tj) + wI · cos(Ii, Ij) + wc · d(ci, cj) (1)

where cos(x, y) is cosine similarity between x and y. d(x, y) =
1 if x = y, and is −1 otherwise. wI and wc represent the im-
portance of the ingredients and the categories, respectively.
We chose wI = 1 and wc = 0.5 in the experiments below.

4.2.1 Text vector
We compute a bag-of-word representation of character tri-

grams as text vectors. Before computing a character tri-
gram, meal names are transformed into kana, which indi-
cates the pronunciation of the word in Japanese. To estimate
kana from raw Japanese text, we used Mecab [15] with the
Unidic [4] Japanese parts-of-speech dictionary.

4.2.2 Ingredient vector
The Standard Tables of Food Composition in Japan con-

sists of six layers of food groups. For example, flour is de-
fined as “Cereals, cereals, common wheat, flour, hard flour,
first grade” in the table. The top layer has 18 food cate-
gories such as “Cereals”. Therefore, the vector representing
the top layer has 18 dimensions. The six vectors, from the
top to the bottom layers, are connected to form one vector.

To normalize the number of different food groups and lay-
ers, we compute the cumulative frequency fg(i) from the
amount xg(i) for a meal i and a food group g. xg(i) is first
normalized into x̂g(i) = xg(i)/wg, where wg is defined as
the average amount of the food group g.

wg =

∑
xg(i)!=0 xg(i)
∑

xg(i)!=0 1
(2)

Then, we compute the cumulative frequency fg(i):

fg(i) = CDFµ,σ2(x̂g(i)) (3)

CDFµ,σ2 is the cumulative density function of the normal
distribution, with mean µ and variance σ2. µ and σ2 are
computed by the distribution of x̂. Finally, the g-th value
of the ingredient vector I(i) is defined as:

Ig(i) = fg(i)− CDFµ,σ2(0) (4)

This value is 0 if the amount of food group g is 0. It changes
from 0 to 1− CDFµ,σ2(0) with a sigmoid-like curve.

5. EVALUATION

5.1 Food image recognition
To optimize image recognition in the proposed system, we

compared six models trained for different classes of meals.
The classes used for the first three models consisted of 200,
400, or 800 most frequently eaten meals according to the
Eat Smart database (R-200, R-400, and R-800), and those
used for the other three models consisted of 200, 400, or 800
most frequently eaten meal groups generated by clustering
meal names of real use (C-200, C-400, C-800). For example,
both “miso soup with radish” and “miso soup with nameko
mushroom” are considered “miso soup” in the C-200. To
create the lookup table from meals to groups, we first applied

the clustering method proposed by S. Amano [6], and then
manually checked the lookup table by focusing on frequently
invoked groups and modified errors in the clustering process.
Note that this conversion was applied to the training, the
testing, and the evaluation steps.

We prepared the training, the test, and the evaluation
datasets. The first two consisted of FoodLog data between
Aug. 1, 2013 and Aug. 1 2015. We randomly divided them
into a 9:1 ratio for training and testing, respectively. The
number of data items varied with model. We trained the
CNN model and tested each model using these datasets.
The evaluation dataset was chosen from 490,140 instances
of meals items from the FoodLog dataset between Aug. 1,
2015 and Feb. 1 2016.

The evaluation results are shown in Table 3. We computed
three scores: “coverage,” “closed test accuracy,” and “open
test accuracy.” Coverage means the percentage of trained
classes in the evaluation dataset. Closed test accuracy rep-
resents the accuracy of the top five items from the data
within the trained classes. Open test accuracy means the
top five most accurate items in the entire evaluation.

The coverage increased from R-200 to R-800, and from C-
200 to C-800, due to the increasing the number of training
classes. The coverage of C was larger than that of R due to
clustering. On the contrary, closed test accuracy decreased
against the coverage. Open test accuracy results indicated
the combination of these two factors. In our experiments,
either C-200 or C-400 was the most suitable class to train
the image recognition model.

5.2 Associative Food Search
We evaluated the association function by four evaluators.

We first randomly selected 50 meal names as food search
queries from the Eat Smart database. To test the proposed
method, we compared it against three baseline methods that
computed the degree of association only using one of three
factors: “text,” “ingredient,” or “category.” The methods
based text or ingredient computed cosine similarity through
their vectors. The category-based method randomly selected
meals in the same category as the one used in the query.
The method then suggested five candidate meals for four
evaluators. All evaluators were Japanese males in their 20s.
The evaluators selected meals that were not relevant to the
queries. Note that relevance was defined with reference to
subjective evaluation. The evaluators were allowed to collect
information from Web search engines if they did not know
the meals used in the experiments.

A few examples of search and evaluation results are shown
in Table 1 and 2. There are some conflicts in the results. One
reason for this is the ambiguity in the meaning of the term
“association.” For example, two evaluators determined that
“Orange Juice” was relevant to the target “Cassis and Or-
ange,” and two others disagreed. In this case, both are bev-
erages made from orange, but one of them is non-alcoholic.

The aggregated result is shown in Table 4. The proposed
method outperformed the other three baseline methods for
all evaluators. The result showed that the fusion of differ-
ent types of data is required to compute association among
meals. For example, Table 1 shows that only the proposed
method indicated both the classes “orange” and “alcoholic
beverage” for the query “Cassis and Orange”. The text- and
ingredient-based methods only categorized it in the former,
and the category-based method only considered the latter.
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Table 1: Examples of 5 top candidates to the query “Cassis and Orange” by four associative food search
methods.

Proposed Text Ingredient Category

1st. Campari and Orange Orange Campari and Orange Amazake
2nd. Fuzzy Navel Campari and Orange Fuzzy Navel Shochu (Otsu)
3rd. Screw Driver Orange Jelly Orange Juice Wine Cooler
4th. Mimosa Cassis and Soda Orange Drink (30% juice) Shochu (Ko)
5th. Orange Fizz Cassis and Oolong Tea Orange Drink (50% juice) Draft Beer

Table 2: Evaluations of the degree of association by
four evaluators (A, B, C, and D).

Query Answer A B C D

Cassis Orange Juice ⃝ × × ⃝
and Orange

Draft Beer ⃝ × ⃝ ⃝

Squid with Grilled Squid ⃝ ⃝ ⃝ ×
Tomato Sause with Sea Urchin Roe

Simmered Skin-on × × ⃝ ⃝
Japanese Amberjack

Table 3: The top 5 accuracy values of different target
classes with the same network structure (NIN).

Class Training image
(per class)

Coverage Closed
Test

Open
Test

R-200 855 45% 0.698 0.312
R-400 495 56% 0.582 0.327
R-800 180 67% 0.377 0.251
C-200 990 57% 0.680 0.384
C-400 495 69% 0.563 0.387
C-800 135 78% 0.313 0.245

Table 4: The evaluation results for association func-
tions. This comparisons shows the precision of 5
answers by four evaluators (A, B, C, and D).

Method A B C D

Proposed 0.892 0.66 0.752 0.864
Text 0.696 0.476 0.52 0.668

Ingredient 0.796 0.548 0.576 0.668
Category 0.636 0.384 0.544 0.616

This shows that the proposed method satisfactorily handled
the ambiguity of association among foods.

6. APPLICATION
We demonstrate the proposed system in figure 2. We used

the C-400 model trained at section 5.1. Since the model rec-
ognizes the clusters of meals, we picked up one representative
meal for each cluster. Initial candidates are shown as the list
of representatives of the results of image recognition.

From the top to bottom of the figure 2, the system was
given input images of “Grill Shrimp in the shell”, “Cold Dam
Dam Noodle”, “Phad Bai Gaprao” and “Minestrone”. In the
case of“Minestrone”, the initial candidate via image recogni-
tion is correct. In the case of top row of figure 2, “Salt-grilled
Shrimp”among the initial candidates is the most associated.
Then, the user triggers associative search, which shows the

Query Image Initial Candidates 
by Image Recognition

Updated Candidates 
by Associative Food Search  

Assorted Kushi-Age
(串揚げ盛り合わせ)
Salt-grilled Shrimp
(えびの塩焼き)
Horse Mackerel Sashimi
(あじの刺身)

Salt-grilled Shrimp
(えびの塩焼き)
Grill Shrimp in the shell
(えびの鬼殻焼き) 
Foil-steamed Salmon
(さけのホイル焼き)

Chinese-style Gelatin Noodles with Vinegar
(はるさめの中華風酢の物)
Hiyashi Chuka
(冷やし中華そば)
Pasta Salad
(パスタサラダ)

Hiyashi Chuka
(冷やし中華そば)
Cold Dipping Noodle 
(冷やしつけめん) 
Cold Dam Dam Noodle
(冷やし担々麺)

Fried Egg
(めだま焼き)
Bacon and Eggs
(ベーコンエッグ)
Chicken Tsukune
(鶏つくね)

Fried Egg
(めだま焼き)
Kanto-style Rolled Omelet
(関東風卵焼き)
Omelet wrapped Eel
(う巻き卵)

Minestrone
(ミネストローネ)
Dipping Noodle
(つけめん)
Onion Soup
(オニオンスープ)

Figure 2: Recording meal names in our system. The
meals highlighted in blue are user feedback that the
user selects as the closest one among the initial re-
sults. The meals highlighted in red are the correct
names.

correct “Grilled Shrimp in the Shell” among the updated
candidates. The second row of figure 2 is another example
in which the associative search works.

The system fails in the case the initial candidates are very
far from the correct one. The third row is the failure exam-
ple. Its correct meal name is “Phad Bai Gaprao”, but the
initial candidates are not associated enough to find the cor-
rect one.

7. CONCLUSIONS
In this paper, we proposed the interactive search in order

to assist image-based food recording systems. In case the
correct meal name is not suggested by recognizing the pic-
ture of the meal, the user can select the closest name to the
meal, which triggers the associative search using larger scale
food database. We showed that the fusion of text, ingredient
and category of meals is important to compute the degree
of association between meals in a food database.

Although it is important to optimize the type and num-
ber of classes recognized as initial candidates, this has not
been sufficiently been discussed in this work. Additional re-
search is needed to construct better systems that use visual
and text information simultaneously to assist users maintain
food journals.
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