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ABSTRACT
In this paper, we introduce an active annotation and learn-
ing framework for the face recognition task. Starting with
an initial label deficient face image training set, we itera-
tively train a deep neural network and use this model to
choose the examples for further manual annotation. We fol-
low the active learning strategy and derive the Value of In-
formation criterion to actively select candidate annotation
images. During these iterations, the deep neural network is
incrementally updated. Experimental results conducted on
LFW benchmark and MS-Celeb-1M challenge demonstrate
the effectiveness of our proposed framework.
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1. INTRODUCTION
With the development of deep learning approaches, face

recognition system based on neural networks achieve great
improvement on performance as well as the recognition ro-
bustness. According to recent progress of deep network ap-
plications on computer vision tasks, deeper networks can
boost the performance [1, 20, 23, 6]. In order to avoid over-
fitting, larger amount of training images are usually needed.
Moreover, precise annotations of the training images can
carry more supervised information and benefit the results of
deep networks. Particularly for face recognition tasks, in-
formation such as face localization, landmark points, and
pose may influence the detection and recognition perfor-
mance. Therefore, constructing a large-scale fine-annotated
face dataset and building face models upon it become very
important steps towards a successful face recognition sys-
tem.
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Recently, many public datasets for face recognition are re-
leased and promote a significant amount of progress for face
detection and recognition tasks. For instance, the CASIA-
WebFace dataset [26] contains more than 400,000 images
and 10,000 celebrities, VGG Face dataset [16] is with 2.6 mil-
lion images and 2,600 celebrities, and MS-Celeb-1M dataset
[5] has more than 10 million images and 100,000 celebrities.
These datasets were collected from the search engines such
as Bing and Google. Due to the massive quantities, the im-
ages are usually without further filtering and preprocessing.
The influence of these insufficient preprocessing includes t-
wo aspects. Firstly, the noisy dataset with incorrect annota-
tions and low quality images may imperil the correctness of
model training and reduce the accuracy for recognition. On
the other hand, multimodal information such as landmark
points and regions are proved to be an important cue [3];
however, the public datasets lack of these kind of annota-
tions.

Manually annotation of a large dataset with detail in-
formation such as celebrity label, face location, landmark
points and other attributes are infeasible. Various data aug-
mentation approaches are designed to enrich the information
and overcome the deficiency of annotated data. [15] em-
ployed 3-D alignments to get images with extra face pose
and landmark points information. However, it is difficult to
extend the celebrity popularity, which leads to the lack of di-
versity of training samples. Another strategy is to combine
several small or partial annotated datasets through multi-
task strategy to simulate the larger dataset (e.g. [27]). Al-
though it can alleviate the shortage of data and annotation,
this method lacks flexibility to adapt itself to new dataset
since each task is designed based on specific dataset.

In this paper, we propose an active annotation and learn-
ing framework to handle the training of face recognition
models on large-scale dataset with noisy data and insuffi-
cient annotations. We design an active sampling strategy
and employ the iterative training methods to update the
face model. The advantages of active annotation system are
in two folds. First, the framework is effective and efficient in
sampling hard negative examples which saves costs of anno-
tation. Comparing with the large amount of entire dataset,
we only annotate a small subset of the whole dataset and the
recognition system can also achieve high performance. Sec-
ond, the framework is quite flexible - not only new images
but also new attributes can be annotated, as the framework
is incremental and new annotation tasks can be added at
the end of each iteration. The experimental results on face
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Figure 1: Our face annotation and recognition framework.

recognition benchmarks demonstrate the effectiveness and
applicability of our framework.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews the related work on task of image annota-
tion and face recognition. Section 3 describes our proposed
framework. In Section 4, we demonstrate the quantitative
study on two face recognition benchmarks. And finally, we
conclude our work in Section 5.

2. RELATED WORKS
Constructing a large-scale face dataset requires a lot of

time and efforts. Google has built a massive dataset which
includes 200 million face identities and 800 million image
faces [18], but it is a private dataset. [26] proposed a semi-
automatical way to collect 494,414 face images from inter-
net and build the CASIA-WebFace dataset. [12] released
the MegaFace dataset, which includes 1 million images and
690,000 identities. Very recently, Microsoft Research provid-
ed a face dataset involving 100,000 identities and 10 million
images, which is the largest open face dataset to the best of
our knowledge [5].

Active learning has gained attention in the field of large-
scale image annotation. [7] employed the multi-label active
learning engine to automatically select and manually an-
notate a set of unlabeled sample-label pairs, and then the
classifier is updated by taking these newly annotated pairs.
[17] integrated machine and human as a loop for object de-
tection annotation and validated on ILSVRC 2014 detec-
tion task empirically. [2] proposed an active learning algo-
rithm to measure the sample uncertainty where the density
and diversity of the sample were determined simultaneous-
ly. [21] introduced a criterion that propagates the human
correlation on selected samples over a gradually-augmented
graph. [19] used an automatic selection method to auto-
matically choose a small number of hard negative examples
which made the training effective and efficient.

3. FRAMEWORK
We now elaborate the construction of our framework, which

consists of initial model training, active sampling, and iter-

Figure 2: Examples of the noisy images. Left: low resolu-
tion; Middle: blur; Right: animation.

ative model training. Figure 1 illustrates the architecture of
the framework and the details of each phase will be described
in the following subsections.

3.1 Data Preprocessing
Before we dive into the framework, a data preprocessing

step is applied on the original dataset. As the amount of face
image increases, some noisy images are inevitably mixed in
the dataset, such as low-resolution images, blur images and
animation images; examples of these images are illustrated
in Figure 2. Although the deep network model has the abil-
ity of fault tolerance to a certain extent, the accuracy of the
recognition system is affected by these noisy data. Thus,
filtering the noisy data out of dataset is necessary and con-
sidered as the preprocessing step. Therefore we implement
noisy detection tools based on OpenCV [9] to detect these
kinds of noisy images.

3.2 Initial Model Training
Our face recognition pipeline includes face detection and

landmark point localization, face alignment and transforma-
tions, and recognition based on deep network. Considering
our main purpose is to inspect the effectiveness of active
annotation scheme on recognition, we take the off-the-shelf
toolkit dlib [13] for face detection and landmark point local-
ization, as most existing face datasets lack such annotations.
Images with detected faces are considered as the initial mod-
el training set.

We perform the alignment and transformation operations
when corresponding facial landmark points in each face are
obtained. Considering the time complexity, we select in-
plane 2D alignment method which only use 5 landmark
points (i.e., nose, left eye, right eye, left mouth, and right
mouth) to align the face image. Then we align and trans-
form the faces based on the landmark points to weaken the
influence from the pose variation and augment the versatil-
ity of faces.

The deep network architecture of face recognition model is
shown in Figure 3. The input of the network is X={(x1, y1),
(x2,y2), ..., (xn, yn)}, where xi is the face image after align
transformation and yi is the corresponding identity. We fol-
low the network architecture of lighted CNN [25], which con-
sists of 9 convolutional layers (conv) and 2 fully connected
layers (fc). Maxout [4] is used as the active function, and
cross entropy loss as the supervisory signal.

3.3 Active Sampling
With the trained deep models, the next step is to actively

sample images for annotation. The goal of active sampling
is to minimize human interventions. We extend the value of
information (VOI) strategy proposed in [11] and derived a
value function to choose the instance for annotation.
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Figure 3: Network design for face recognition.

Each dataset image is with an initial identity, as all of
them are gathered from the web using the identity name as
keyword. If the image is classified into the same identity,
we consider it as a positive instance; otherwise it is nega-
tive. The dataset includes unlabeled set XU and labeled set
XL; both of them are composed of positive instances Xp and
negative instances Xn. The risk associated with misclassify-
ing a positive example as negative is denoted by rp, and rn
for misclassifying a negative. The risk associated with the
annotated examples is:

Risk(XL) =
∑

xi∈Xp

rp(1− p(xi)) +
∑

xi∈Xn

rnp(xi), (1)

where p(x) denotes the probability of positive prediction,
here we use the softmax of the confidence from the network.
The corresponding risk for unlabeled examples is:

Risk(XU ) =
∑

xi∈XU

[rp(1− p(xi)Pr(yi|xi)

+ rnp(xi)(1− Pr(yi|xi))],

(2)

where yi is the true identity label. We approximate the
probability as Pr(yi|xi) ≈ p(xi) which lead to a simplifier
equation:

Risk(XU ) =
∑

xi∈XU

(rp + ru)(1− p(xi))p(xi) (3)

The total cost associate with the data is the total risk in
addition with the cost of annotation,

T (XL, XU ) = Risk(XL)+Risk(XU )+C(Xp)+C(Xn), (4)

where C is the cost of obtaining the annotations. We ignored
C in our experiments under the assumption that the cost of
obtaining annotations for each example is the same. The
expected risk of candidate samples for annotation can be
calculated by:

V OI(S) = T (XL, XU )− T (XL ∪ S,XU r S)

= Risk(XL) + Risk(XU )

− (Risk(XL ∪ S) + Risk(XU r S))

(5)

where S denotes the candidate sampling examples for manu-
al annotation. According the above strategy, the high value
indicates large gains and thus our strategy is to choose can-
didates S with highest VOI for labeling.

3.4 Iterative Training Scheme
The samples selected are then used for the manual an-

notation; the annotation of both bounding box and 5 land-
mark points are required. If the annotator confirms an image
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Figure 4: Active sampling image number and performance
of LFW after each iteration.

Approach #Nets Accuracy

WebFace [26] 1 97.73%
Lightened CNN [25] 1 98.13%

Face Search [24] 7 98.23%
MM-DFR-JB [3] 1 98.43%

Ours 1 98.30%

Table 1: Comparison with previous works using CASIA-
WebFace for training.

without its original identity, this image will be removed from
the updating set, meanwhile, the positive images with their
manually annotation are added into the updating dataset.
The deep network is incrementally updated, using the fine-
tuning strategy. With the precision level of the annotation,
the number of active sampling is gradually decreasing where-
as the recognition becomes more robust and accurate. We
stop the iterative training when the VOI of the unlabeled
images are below a threshold and thus no new samples are
selected.

3.5 Application of Face Models
At any stage of our framework, the deep network can be

applied for the face recognition task. As mentioned in pre-
vious works (e.g. [22]), if the network can discriminate large
number of individuals, the feature from the fully connected
layer is a good representation in face recognition task. For
an input image, after face detection and alignment, a 512-
dimensional deep feature from the response of fc1 is extract-
ed and used as the representation. Finally, we use cosine
distance as the similarity metric on the representation and
k-Nearest Neighbor classifier for face recognition.

4. EVALUATION
Our framework is based on the annotation and training of

the CASIA-WebFace dataset [26]. It contains about 494,414
images with 10,575 individuals, and is a large public avail-
able face recognition dataset. The deep network is trained
on Caffe [10] and the initial network is trained on an NVIDI-
A GTX Titan X GPU for about 60 hours.

4.1 LFW
We first evaluate our method in the Labeled Faces in

the Wild (LFW) benchmark [8], which is the most popu-
lar benchmark for face recognition task. The dataset con-
tains 13,233 face images with 5,749 individuals, and our ex-
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(a) Random set (b) Hard set

Figure 5: Examples of dry run images in MS-Celeb-1M.

(a) Random set (b) Hard set

Figure 6: The Precision-Coverage curve of our system for
the dry run.

periments follow the unrestricted settings which allow using
external data in the training period.

In order to test the effectiveness of active sampling, the
deep models after each iteration are saved and the corre-
sponding features of the LFW images are extracted and used
for the benchmark. Figure 4 illustrates the number of ac-
tive sampling images from CASIA-WebFace and accuracy of
LFW after each iteration. Comparing with the image num-
ber of the whole CASIA-WebFace dataset, only about 10%
of them are actively sampled for annotation. We also notice
that the sampling images in each iteration reduce, while the
performance of our deep model improves sustainingly. Ta-
ble 1 compares our method with previous approaches which
are also trained using CASIA-WebFace. The performance
of our model reaches the same magnitude of these methods.

4.2 MS-Celeb-1M
We also participate in MSR Image Recognition 2016 Chal-

lenge1. MS-Celeb-1M [5] is a large scale real world face im-
age dataset to public, encouraging researchers to develop
the best face recognition techniques to recognize one million
people entities identified from Freebase. In its V1.0 version,
the dataset contains 10 million celebrity face images for the
top 100,000 celebrities, which can be used to train and e-
valuate both face identification and verification algorithms.
And the dataset provides approximately 100 images for each
celebrity, resulting in about 10 million web images. Current
dataset only covers 75% of celebrities, which implies that the
upper bound of recognition recall rate cannot exceed 75%.

The measurement set samples 1000 celebrities from the 1
million set, which indicates that the remaining 25% celebri-
ties may also appear. To match with real scenarios, the
evaluation system will measure the recognition recall at a
given precision 95%. For N images in the measurement set,
if an algorithm recognizes M images, among which C images
are correct, the precision and coverage will be calculated as:
Precision = C

M
, Coverage = M

N
.

1https://www.microsoft.com/en-us/research/project/ms-
celeb-1m-challenge-recognizing-one-million-celebrities-real-
world/
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Figure 7: The evaluation performance of our system in MS-
Celeb-1M benchmark.

There are two tracks in the Challenge: Random set and
Hard set; examples of both sets are shown in Figure 5. the
face images in Hard set are with big variations, while the test
images in random set are randomly selected and highly likely
to be covered by the MS-Celeb-1M training data. Figure 6
is the Precision-Coverage curve of our face model on the dry
run. Our approach perform better on Random set, as many
faces in Hard set (e.g. profile images) cannot be detected
using dlib detector [13] and thus failed to return results.

We also compare our model with other teams on Ran-
dom set and Figure illustrates the comparison. Our model
reaches the coverage 70.7% when Precision=95% and ranks
2rd in the Random set competition. Note that during the
training phase of the evaluation, we don’t use the MS-Celeb-
1M training data; the same pipeline and model as LFW are
employed. We believe that the performance of our model
can be improved after the applying of active framework on
MS-Celeb-1M, and we would like to examine in the future.

5. CONCLUSION
In this paper, we have introduced a human-in-the-loop

framework for face recognition. After training a deep net-
work from initial face dataset and applying the feature from
the network, all the face images have a confidence for its
associated celebrity label. The VOI strategy is employed to
actively select images and these images are illustrated to the
annotator. After each batch of request, the deep network is
incrementally updated. The whole framework runs iterative-
ly, and the deep model can be used for the face recognition
task at any stage. Experimental comparisons with previous
works on LFW and MS-Celeb-1M show the effectiveness of
proposed active annotation and learning framework on face
recognition task.

Our future work will test our framework on the larger
dataset, i.e. the training dataset of MS-Celeb-1M Challenge;
we would like to further analysis the relation between the
face recognition performance and the manual annotation ef-
fort. Another potential direction may be replace our curren-
t face detector with state-of-the-art face detection methods
such as cascaded CNN [14] and build an end-to-end active
and learning system base on deep networks.
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