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ABSTRACT
In this paper we present hand and foot based immersive mul-
timodal interaction approach for handheld devices. A smart
phone based immersive football game is designed as a proof
of concept. Our proposed method combines input modali-
ties (i.e. hand & foot) and provides a coordinated output to
both modalities along with audio and video. In this work,
human foot gesture is detected and tracked using template
matching method and Tracking-Learning-Detection (TLD)
framework. We evaluated our system’s usability through
a user study in which we asked participants to evaluate
proposed interaction method. Our preliminary evaluation
demonstrates the efficiency and ease of use of proposed mul-
timodal interaction approach.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

Keywords
immersive multimodal interaction; smart phone games; foot
gesture; HCI; mobile; vibrotactile.

1. INTRODUCTION
Recently there have been significant progress in multi-

modal human computer interaction(HCI) research due to
advances in digital vision techniques and advanced sensor
technologies. Modern HCI interfaces need not to rely on
signal interaction modality (e.g. speech, touch and video
only) or explicit input command from a single user [5]. The
presence of computing power ranging from intelligent walls
to hand held interfaces demand intuitive ways of interac-
tion and human-centered design approaches. For effective
human-machine communications researchers are consider-
ing different combinations of modality and multisensory ap-
proaches such as hand gesture [7], tooth clicks [11], eye
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Figure 1: A block system diagram of hand and foot-
gesture multimodal interaction for a smart phone.

blink [3] and foot based interaction [10] etc. Handheld de-
vices (such as smart phones) are equipped with advance sig-
nal processing techniques and improved hardware, making
real-time fusion of data and multimodal interaction possible.

We use feet along with hands in various everyday tasks
(such as driving) and coordinated control mechanism of both
modalities has been proven effectiveness in human computer
interaction especially in virtual environments [12]. Consider-
ing handheld computing various foot gesture detection and
tracking system have been proposed such as multitoe [1],
kick [4], foot tapping [2] etc. Sangsuriyachot et al. [9] pre-
sented hand and foot gesture based interaction for tabletop
environment. We believe that hand and foot gesture interac-
tion can enhance immersive experience on handheld devices
such as smart phone. To the best of our knowledge there
has not been any study considering combination of hand and
foot gesture for handheld devices.

In this study, we present a novel multimodal approach
based on hand and foot interaction for smart phones (Fig. 1).
The proof of concept is an immersive football game applica-
tion on smart phone. For this game the user controls an aug-
mented ball in virtual football field using hand and foot ges-
tures on a smart phone screen. The foot gesture is detected
and traced by smart phone camera sensor. The vibrotactile
feedback is provided to user hands (through smart phone vi-
bration) and to foot (using additive vibration sensor) along
with visual and audio output. The primary contributions of
this paper are

- An extended algorithm for foot detection and tracking for
smart phone application without additive hardware.
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Figure 2: Example frames of unexpected detected
contour due to sudden motion. a) Correct foot-
contour detection; and false foot-contour because of
(b) the pattern on the shoe (when zoom in), (c) the
bottom of a trouser when stretch out leg; (d)the
knee when the foot is obscured

- A novel multimodal hand and foot gesture interaction
platform for hand held devices.

2. IMMERSIVE FOOTBALL - A PROOF OF
CONCEPT

To study the physical capabilities of user and effectiveness
of proposed hand-foot based immersive multimodal interac-
tion for smart phones, we develop a multimodal interaction
game based on hand and foot interaction.

2.1 Enhanced Foot Gesture Tracking
In this work, we have extended algorithm presented in [8]

for robust foot gesture tracking in real time using Tracking-
Learning-Detection (TLD) framework [6].

One limitation of previous algorithm [8] is observed in the
‘shoe target test’ ; i.e. a visual inspection to check how good
the algorithm has localized the users’ shoe in each and every
video frame. The false detection is noticed due to sudden
appearance of foot like shape contours on nonfoot areas of
smart phone’s camera view such as bottom of a trouser, the
part prominent pattern on the shoe, and/or even the knee
shape (while sitting) as shown in Fig. 2. The motion of
the most similar contour isn’t equivalent to the motion of
the foot exactly. Furthermore, the applications which need
more accurate localization of the foot, such as kicking dy-
namic football, a minor foot-contour detection error can lead
to undesired outcomes. Whereas in previously presented ap-
plications, such as foot piano, the motion of the most similar
contour is classified as equivalent to the motion of the foot-
contour. But in the foot game, if the other parts of body
besides foot become interactive in the football game, the
player will loose the control of the football. Secondly, the
computation complexity of the contour based template de-
tection approach is O

(
M ×N ×L

)
, where M and N are the

width and height of the image, L is the length of the tem-
plate curve. Even if it is enough to detect the foot-contour
in the image in most case, it is not fast enough for track-
ing specified object in each and every frame. In practice,
although the camera screen image is resized into about one
quarter as (320 × 240), but still maximum performance can
not be achieved for current multimodal application scenario
using previous algorithm [8].

Our algorithm uses dynamic programming to localize the
foot-contour and employ tracking, learning and detection
(TLD) framework to strengthen the tracking process. TLD
algorithm combines elements from tracking, learning and
detection in the 2D image space to make it a long-term
tracker [6]. The TLD tracker uses a tracking strategy of

Figure 3: The tracking results for a variety of foot-
gestures with either obvious (1st row) or weak fea-
tures (2nd row).

the overlapping blocks, and tracks every block by Lucas-
Kanade optical flow method. Hence it can only trace the
user-specific foot texture image during tracking, but can’t
initialize by importing a generic foot model automatically.
Even if the TLD always does the dynamic PN-learning pro-
cess, the shoes with different appearance can’t be detected
by presetting only one shoe texture image initially and the
shoes with totally different property such as different pattern
or color can’t be learned. Moreover, in TLD tracking algo-
rithm, the off-line trained generic detector localizes object
based on specific features and the online trained validator
decides which object correspond to the object of interest.
In case of the shoe, which may not have distinctive feature,
the classification learning and training method such as cas-
cade can’t detect diverse shoes from a content-rich image.
In view of this, the contour based template detection (CTD)
approach is an indispensable step for identifying a variety of
shoes in the beginning. CTD gives TLD the region of in-
terest(ROI) for initialization. Our enhanced algorithm has
following steps:

1 - Using CTD [8] detect and localize the user shoe, and
create a bounding box BB ={ top-left(xmin, ymin),
bottom-right(xmax, ymax)}, where xmin, ymin, xmax, ymax

are the minimum and maximum values of the x and y
in given frame;

2 - The bounding box is given to TLD algorithm as ROI;
ROI={(p11, p12, · · · , p1M ),(p21, p22, · · · , p2M ), . . . ,(pN1,
pN2, · · · , pNM )}; where p represent the density of ev-
ery point of the bounding box;

3 - TLD algorithm tracks the ROI from the camera view
with the PN-learning process, and provides the infor-
mation to the application layer;

The enhanced algorithm (see algo. 1) successfully solves
all of the unexpected detection results of foot/shoe look-
likes. Our algorithm execution time is faster and is accurate
even when the foot/shoe is moving fast and in image blur
cases. It’s worth mentioning that this method can detect
almost all obscured foot and almost all kinds of the foot-
gesture in the football game, as long as the correct foot
texture is detected in the first frame. As in Fig. 3, 1st row
is the result of the shoe with obvious feature and 2nd row
is the result of the shoe with weak feature. To improve the
efficiency of the proposed algorithm, the size of first frame
is scaled down to 25% and then CTD is applied. From the
second frame the image is scaled to 12.5% and then TLD
tracking is employed. The ‘shoe target test’ results indicate
increase in both efficiency and accuracy success rate of the
tracking. We have performed extensive test to evaluate the
robustness of the foot detection and tracking algorithm on
our own collection of foot-gesture video data-set. Algorithm
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results are very much improved as compared to previous
studies. The proposed algorithm successfully located and
tracked the foot-gesture in almost all videos even when a
sudden appearance of other objects covers most of foot. The
overall foot-gesture recognition rate of 99% for various foot
gestures and the real-time processed time consuming is only
18% of the previous studies.

Algorithm 1: The TLD algorithm with CTD localiza-
tion
Input: ROI0 , which is the ROI of the first frame,

L0 = {R0}, where R0 is the content surrounded
by ROI0 in the first frame; L0 is the online
model in time t = 0.

Output: current localization ROIt
1 initial localization← ROI0;
2 current localization← 0;
3 while active input feed from camera in time t do
4 Tracking
5 -Forward-Backward tracking by running

Lucas-Kanade
6 -Compute median flow
7 Detection R in online model Lt1

8 -Variance Filter
9 -Ensemble Classifier

10 -Nearest Neighbor Classifier
11 Learning
12 -P −N Experts
13 -Lt← Lt1 ∪ Positive samples from growing.
14 -Lt← Lt1 \Negative samples from pruning.
15 Integrator
16 -Validation
17 -Rt ← the most confident evaluated result

ROIt ← bounding box of Rt

2.2 Multimodal Football Game
We develop a real-time multimodal football game smart

phone application. It renders the game graphics and game
status information using smart phone’s screen, audio and
vibration. Augmented reality image rendering technology is
employed. The players interact with the game using both
foot gestures and finger touch on screen, which triggers the
interaction event and generate activity sequences for inter-
active buffers. The trajectory of the football is changed by
interactive buffers. In our system, the players use foot to
kick the ball on the smart phone screen, meanwhile, they
guard the goal post area using hand-finger. The game rules
are as following:

1. The player interacting-foot must be placed in mobile
camera view for 5 sec. for detection and localization.

2. The football always bounces back and forth on the
whole screen area till end of the game and the players
try to keep the football (using touch and kicks) un-
der his/her control while preventing it going to goal-
post with hands-gesture(i.e. touch on the smart phone
screen).

3. The player get 1 score if she/he touches (or kicks) the
football once, and the game is over if the football enters
into the highlighted goalpost.

Figure 4: The players can play immersive football
game application in a variety of postures; i.e., sit-
ting, lying, and/or standing.

Questionnaire Items Mean Standard
(M) Deviation (SD)

Playing the game was Interesting 2.14 0.69
Playing the game was Fun 3.05 0.89
Playing the game was Esay 3.15 1.02
Playing the game was Tiresome 3.31 1.15
Playing the game was Difficult 3.57 0.78

Table 1: Perceived suitability of immersive multi-
modal football using descriptive statistics before the
game (fully agreed=5).

We also present the players with two types of vibrotactile
rendering. Firstly, the football motion and collision with the
player’s finger is presented to user’s hands through smart
phone’s built in vibration motors. Secondly, an additive vi-
brotactile rendering device is attached to the player’s inter-
acting foot; i.e., an extended vibration feedback to the foot
kicking the ball. For this purpose an IOIO device is con-
nected to the smart phone by USB cable; it is used for con-
trolling a vibration motor attached to the interacting foot.
The vibration feedback on foot renders a similar tactile sen-
sation to the player, as if the player’s foot is really kicking a
football. The system not only merges the hand and foot in-
teraction with the scene but also broadcasts information to
the sight, auditory and vibrotactile directly. These modali-
ties are integrated into a small smart phone, so the players
can play immersive football game in variety gestures, for
example standing, sitting, lying as shown in Figure 4.

3. PRELIMINARY USER STUDY AND RE-
SULTS

There were 12 subjects aging from 25 to 35 in total in-
volved in the preliminary user study. All the participants
had smart phones and had prior experience with mobile sen-
sors such as camera, vibration etc. The motivation of our
user test had been clearly explained to all the participants.
First, we introduced the purpose of our experiments to the
participants and explained how to use the GUI and appli-
cation scenarios. The game rules were also explained to the
users. Each participant held the smart phone in both hands
such that the camera’s eye could view the user’s lower leg.
The users were asked to perform as they like i.e, sitting,
standing and or lying. 90% of the participants preferred
playing game while siting. In order to evaluate the pop-
ularizing and players mood values, we used PANAS ques-
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Questionnaire Items Mean Standard
(M) Deviation (SD)

Playing the game was Interesting 4.42 0.79
Playing the game was Fun 4.52 0.89
Playing the game was Esay 3.85 0.69
Playing the game was Tiresome 2.88 0.59
Playing the game was Difficult 2.77 0.95

Table 2: Suitability of immersive multimodal foot-
ball using descriptive statistics after the game (fully
agreed=5).

tionnaire [13] before and after the game. For PANAS ques-
tionnaire analysis we used paired sample t-test. A useful
measure of user satisfaction can be made if the system eval-
uation measure is based on observations of user attitudes
towards the system. Thus, it is possible to measure user
attitudes using a questionnaire, e.g., “Is this application in-
teresting? 1 very boring (negative) to 5 very interesting
(positive)”. The satisfaction levels of our experiments were
measured by giving participants questionnaires.

There was significant increase in overall positive affect af-
ter playing multimodal football game app. on smart phone.
After the game M=3.79 , SD= 0.85 as compared to be-
fore the game M= 2.56, SD= 0.69 with t11 = −3.99 and
p = 0.001. However very slight change was observed in neg-
ative affect before and after the game; i.e., after M= 1.35,
SD= 0.39 and before M= 1.57, SD= 0.49. The questionnaire
showed that the designed multimodal football game was per-
ceived easy and fun as shown in Table 1 and 2. It was also
noted from the participants remarks that the game had pos-
itive affect on their alertness. It was also mentioned that the
vibrotactile feedback on foot improved their experience and
increased excitement. The technical implementation of the
game also showed successful performance. The participants
were able to perform all desired foot gestures.

In a real world football game, the players kick the football
in various direction using different foot postures. The ap-
proach proposed in this paper can only get the 2D location
of the foot on the ground plane. Although the approach
can track foot-gesture with different 2D-postures, it can’t
get all of the exact 3D angle parameters. These issues can
be solved using additive sensor devices and/or software algo-
rithm modification. We do not have any measure to quantify
the performance of the user; so cognitive workload questions
can not be answered in this work.

4. CONCLUSIONS AND FUTURE WORK
In this study, we propose an immersive multimodal in-

teraction game on smart phone, with focus on the detec-
tion and tracking of the foot-gesture and hands in real time.
Based on the optimized interaction approach, we combine
both foot and hand gestures as input and render game feed-
back to the users using vibrotactile patterns (both on hands
and foot), sound and vision. Through the analysis of the
user study results, it is found that the combination of multi-
ple input and output is an intuitive method for novice users
and combination of modalities can provide an enhanced im-
mersive experience. It allows players to mobilize more body
part for multitasking interaction. In future studies, we will
consider hardware and software modification to extract the
foot-gesture orientation (i.e., yaw, pith, roll) parameter. We

believe that it’s entirely possible that the multi-player com-
petition for the football by the real foot interaction can be
rendered on the smart phone in the near future. To evaluate
the multi-dimensional tracking approach, we will consider a
real-time 3D football-kicking application as the interactive
framework.
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