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ABSTRACT 
Automatic face photo-sketch image retrieval has attracted great 
attention in recent years due to its important applications in real 
life. The major difficulty in automatic face photo-sketch image 
retrieval lies in the fact that there exists great discrepancy between 
the different image modalities (photo and sketch). In order to 
reduce such discrepancy and improve the performance of 
automatic face photo-sketch image retrieval, we propose a new 
framework called multi-feature canonical correlation analysis 
(MCCA) to effectively address this problem. The MCCA is an 
extension and improvement of the canonical correlation analysis 
(CCA) algorithm using multiple features combined with two 
different random sampling methods in feature space and sample 
space. In this framework, we first represent each photo or sketch 
using a patch-based local feature representation scheme, in which 
histograms of oriented gradients (HOG) and multi-scale local 
binary pattern (MLBP) serve as the local descriptors. Canonical 
correlation analysis (CCA) is then performed on a collection of 
random subspaces to construct an ensemble of classifiers for 
photo-sketch image retrieval. Extensive experiments on two 
public-domain face photo-sketch datasets (CUFS and CUFSF) 
clearly show that the proposed approach obtains a substantial 
improvement over the state-of-the-art. 

Categories and Subject Descriptors 
I.4.9 [IMAGE PROCESSING AND COMPUTER VISION]: 
Applications;  I.5.4 [PATTERN RECOGNITION]: Applications  

General Terms 
Algorithms 

Keywords 
Image retrieval, face photo-sketch matching, canonical correlation 
analysis. 

1. INTRODUCTION 
Matching face sketch to face photo has been a challenging 
problem in the face recognition community. It refers to matching 
a given face sketch drawn by artist to a gallery of photos in the 

reference databases. It has important applications in law 
enforcement. Based on a drawn face sketch, the police can use it 
to automatically retrieve the face photos in police mug-shot 
databases to narrow down potential suspect quickly. The major 
challenge of face photo-sketch image retrieval is the great 
discrepancy between the photo and the corresponding sketch, 
which is conventionally referred to as modality gap. As illustrated 
by Figure 1, in the sketches, much texture information is missing, 
and the outlines are also distorted. Thus, it is expected that the 
matching performance cannot be good if we match a face sketch 
directly to a face photo. 

Due to its important applications in the law enforcements, a 
variety of studies have been carried out on this topic, which can 
be summarized as the following three categories: 1) Convert 
images from one modality to the other by synthesizing a pseudo-
image from the query image such that the matching process can 
be done within the same modality [1-3]. 2) Design an appropriate 
representation that is insensitive to the modalities of images. For 
example, Klare et al [4] used SIFT feature descriptors and multi-
scale local binary patterns to represent both the sketch and photo 
images; Zhang et al [5] proposed a learning-based algorithm to 
capture discriminative local face structures and to effectively 
match photo and sketch. 3) Compare the heterogeneous images on 
a common subspace where the modality difference is believed to 
be minimized. Tenenbaum et al [6] applied the Bilinear Model 
(BLM) by Singular Value Decomposition (SVD) to develop a 
common content (associated to identity) space for a set of 
different styles (corresponding to modalities); In [7], Yi et al used 
the Canonical Correlation Analysis (CCA) technique to construct 
a common subspace where the correlations between infrared and 
optical images can be maximized; In [8-9], authors applied the 
CCA on cross-pose and 2D-3D face recognition; In [10], Sharma 
et al applied the Partial Least Squares (PLS) method to derive a 
linear subspace in which cross-modality images are highly 
correlated. 

In this paper, we propose a new framework called multi-feature  
canonical correlation analysis (MCCA) to reduce the modality gap 
between the sketch and photo images. The key idea is to learn a 
series of canonical bases that map the features of both a sketch 
and a photo into a subspace where the correlation between their 
features is maximized. To improve the matching performance, we 
also incorporate two random sampling techniques (bagging [18] 
and random subspace [17]) with multiple features, histograms of 
oriented gradients (HOG) [12] and multi-scale local binary pattern 
(MLBP) [11], into our framework. Extensive experiments on two 
large photo-sketch databases clearly reveal that our framework 
can notably improve the matching performance over the state-of-
the-art.  
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The contributions of this paper are summarized as follows: (i) We 
propose a new framework called MCCA to effectively address the 
face photo-sketch image retrieval task. (ii) We observe a 
substantial performance improvement over published algorithms 
using our new approach on two public domain face photo sketch 
databases (CUFS [2] and CUFSF [5]). 

  
Figure 1. Examples of photos and corresponding sketches 

from CUHK Face Sketch FERET Database [5]. 

2. PROPOSED APPROACH 
The proposed framework consists of two major components: a 
patch-based local feature representation and canonical correlation 
analysis (CCA) based feature classification. We will describe each 
component of the framework in the following subsections.   

2.1 Local Feature Representation 
Local facial features have been shown to be more effective than 
global facial features in representing face images at diverse scales 
and orientations [14]. Considering that the entire face image 
(which has high structural complexity) is difficult to be 
characterized by a single image descriptor, we use a patch-based 
local feature representation scheme in this paper. We first divide 
the whole face images into a set of overlapping patches with size 
12x12 pixels (overlapping factor = 0.5) and then apply local 
image descriptors to each patch. The extracted features from these 
patches are concatenated together to form a long feature vector for 
further analysis. 

Among the existing local feature descriptors, histograms of 
oriented gradients (HOG) [12] and multi-scale local binary pattern 
(MLBP) [11] are among the most successful ones. Hence, we will 
use both of them as feature description in our study. The HOG 
feature descriptor quantizes the gradient orientations into 8 
directions with 45 degrees for each, and compute a histogram 
within the local patch such that each bin corresponds to the total 
gradient magnitude of that orientation. For the MLBP, we 
compute the MLBP descriptors with radii {1, 3, 5, 7} using u2 
coding [11]. 

In our study, we will fuse the two extracted local features (HOG 
and MLBP) as feature representation for each face photo or face 
sketch. 

2.2 Multi-feature Canonical Correlation 
Analysis 

2.2.1 Canonical Correlation Analysis (CCA) 
In statistics, the Canonical Correlation Analysis (CCA) is an 
effective technique to maximize the correlation between two 
random variables. Let us suppose that we have ݀ଵ ൈ ܰ  and 

݀ଶ ൈ ܰ data matrices Xൌ ሼݔԦଵ, ,Ԧଶݔ … , ܻ Ԧேሽ andݔ ൌ ሼݕԦଵ, ,Ԧଶݕ … ,  ,Ԧேሽݕ
consisting of N observations with dimension ݀ଵ  and ݀ଶ , 
respectively. Then the CCA seeks one pair of vectors റܽ א ܴௗభൈଵ 
and ሬܾറ א ܴௗమൈଵ such that the correlation between random variables 
റ்ܽܺ and ሬܾറ்ܻ can be maximized. Formally, 

argmaxୟሬറ,ୠሬሬറ ൛corr൫aሬറTX, bሬറTY൯ ൟ                         (1) 

Then the ݑ ൌ റ்ܽܺ  and v ൌ ሬܾറ்ܻ  are the first pair of canonical 
variables. One can further seek another pair of vectors റܽ′ and ሬܾറ′ 
maximizing the same correlation, subject to the constraint that 
they are to be uncorrelated with the first pair of canonical 
variables, which gives the second pair of canonical variables. This 
procedure may be continued up to k ൌ min ሼ݇݊ܽݎሺܺሻ,  ሺܻሻሽ݇݊ܽݎ
times, yielding k pairs of mutually uncorrelated canonical 
variables ܷ ൌ ሼݑଵ, ,ଶݑ … , ܸ ௞ሽ andݑ ൌ ሼݒଵ, ,ଶݒ … ,  ௞ሽ, along withݒ
the corresponding projection vector pairs ܣ ൌ ሼ Ԧܽଵ, Ԧܽଶ, … , Ԧܽ௞ሽ and 

ܤ ൌ ൛ሬܾԦ
ଵ, ሬܾԦ

ଶ, … , ሬܾԦ
௞ൟ, which we will refer to as the k-correlation 

matrix. 

2.2.2 Learning CCA bases 
Let  cov ,XX X X   and  cov ,YY Y Y  . 

Optimizing (1) is equivalent to maximizing: 
T

XY

T T

XX YY

a b

a a b b
 


 

 

                            (2) 

According to [8], the optimal correlation defined in (2) can be 

obtained if a


 is the eigenvector with the maximum eigenvalue of 
the matrix: 

1 1
XX XY YY YX
      

and b


 is the eigenvector with the maximum eigenvalue of the 
matrix: 

1 1
YY YX XX XY
      

The subsequent pairs of the correlation vectors can be found by 
using the eigenvectors corresponding to the eigenvalues of 
decreasing magnitudes. The uncorrelated constraint of canonical 
variables is guaranteed by the orthogonality of the eigenvectors. 

2.2.3 Multi-classifier Ensemble 
CCA has been shown to be very effective in cross-modality 
matching problem [8]. However, if we directly use it for face 
photo-sketch image retrieval, we will encounter the following 
problems. First, the data size will be very large. In our study, there 
are two kinds of local features (HOG and MLBP) with each one 
spanning a high-dimensional space feature vector. So the fused 
HOG and MLBP feature is of high dimension (as high as 115200 
in our experiments). Directly applying CCA on such a high-
dimensional feature vector is too costly. Second, a more serious 
problem is the overfitting problem because of the large feature 
dimension, which would degrade the matching performance. To 
solve these problems, we apply two popular random sampling 
methods: random subspace [17] and bagging [18]. In the random 
subspace method, multiple classifiers are constructed by randomly 
sampling the feature space.  The final matching score is the sum 
of matching scores from individual sub-classifiers. In the Bagging, 
multiple training subsets are generated by randomly sampling the 
training set. A classifier is then constructed from each training 
subset, and the results of these multiple classifiers are integrated. 
In order to better address the overfitting problem, we utilize both 

618



random subspace and bagging schemes. The detailed algorithm is 
as follows (illustrated in Figure 2).  

Suppose N pairs of face training images are represented as 

ுைீܨ ൌ ൛ Ԧ݂
ு
ଵ, Ԧ݂

ு
ଶ, … , Ԧ݂

ு
ேൟ  and ܨெ௅஻௉ ൌ ൛ Ԧ݂

ெ
ଵ, Ԧ݂

ெ
ଶ, … , Ԧ݂

ெ
ேൟ  for HOG 

and MLBP features respectively. Then the final feature descriptor 
is obtained by concatenating the two features into one for each 

face image: F ൌ ൛ Ԧ݂ଵ, Ԧ݂ଶ, … , Ԧ݂ேൟ . The following two random 
sampling techniques are then applied on the F: 

1) Randomly sample N pairs of training face images from F with 

replacement, forming a new training set ܨԢ ൌ ൛ Ԧ݂௜ଵ, Ԧ݂௜ଶ, … , Ԧ݂௜ேൟ 
(there may be duplicated samples in F’ since we are sampling 
with replacement). 

2) Randomly sample p components for each of the features in F’, 

forming the final training set ݐܨ ൌ ൛ Ԧ݂
ሾ௖ଵ…௖௣ሿ
௜ଵ , Ԧ݂

ሾ௖ଵ…௖௣ሿ
௜ଶ , … , Ԧ݂

ሾ௖ଵ…௖௣ሿ
௜ே ൟ, 

where operator ሾܿ1 … ሿ݌ܿ  means taking the corresponding 
components of that vector. 

With the above random sampling methods, we can generate one 
training set at each run of the algorithm. For each of the generated 
training set, we first apply Principle Component Analysis (PCA) 
[15] to remove the redundant information, and then the CCA 
projection matrix is learned with the algorithm described in 
Section 2.2.2, which serves as a sub-classifier. In our experiments, 
100 sub-classifiers are constructed and the matching score of each 
sub-classifier is the cosine distance between photo and sketch 
pairs computed in the CCA subspace. The final matching score is 
computed by summing the scores of all the sub-classifiers.  

The MCCA algorithm is an improvement and extension of the 
CCA algorithm. From the experimental comparison in Section 3, 
we can see the significant performance improvement of our 
MCCA algorithm over the CCA algorithm. 

3. EXPERIMENTS 
In this section, we investigate the performance of our approach for 
the face photo-sketch image matching. Two public domain 
sketch-photo databases are used in our study. The first is the 
CUHK Face-Sketch FERET database (CUFSF) [5] which is the 
largest publicly available database for sketch-photo recognition. 
The dataset consists of 1194 pairs of sketch and photo images. In 
our study we use 300 pairs as training, and the rest 894 pairs as 
testing. Another is the CUFS database [2], which consists of 606 
pairs of sketch and photo images. Following the configuration of 
training and testing split for CUFS in [2], we use 306 pairs as 
training and the rest 300 pairs as testing.  

3.1 Comparison with subspace analysis 
methods in cross-modality face matching 
Since the proposed MCCA approach is inherently a subspace 
analysis method, in this part we compare it against (i) PCA+LDA 
[16] (a popular subspace analysis method for face matching) and 
(ii) several newly developed subspace analysis methods for cross-
modality face matching including PLS [10], LFDA [4], and CCA 
[8]. Here the CCA algorithm refers to applying CCA directly to 
the fused HOG and MLBP features, which is a regular practice in 
the literature. In this experiment, all the algorithms are using the 
same fused HOG and MLBP features for fair comparison. Also, 
all the algorithms are tuned to the best configurations according to 
their papers. The comparative results are illustrated in Figure 3. 
We illustrate the results of our approach for both the Bagging 
version (using both the random subspace and bagging techniques) 
and the one without bagging (using only the random subspace 
technique). It is very clear that the both of these two MCCA 
versions notably outperform the CCA algorithm, and the one with 
Bagging ensemble slightly outperforms the one without it. As 
discussed earlier, directly applying CCA to the fused HOG and 
MLBP feature may degrade the performance. The comparative 
results in Figure 3 clearly confirm this point. It is desirable to 

Matching 
score

C1

C2

C3

C4

C5

       Feature Extraction
Bagging +

Random Sampling
Testing: matching score 

summarization
HOG

MLBP

Figure 2. Illustration for the pipeline of the MCCA system. At the training stage, HOG and MLBP features of the face images 
are extracted and then concatenated to form a long feature. Secondly, for each of the classifier (we only show 5 classifiers in the 
figure), training samples are selected with replacement randomly and then sampled 5% of the components. Finally, the CCA is 
applied on each of the random training set to construct a sub-classifier. At the testing stage, features of the probe face are 
extracted and sampled using the same way as the training procedure, which are then fed into the sub-classifiers to compute the 
matching scores. The final matching score is the summarization of scores from all the sub-classifiers. 
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propose the MCCA approach to improve the photo-sketch 
matching performance. Moreover, it is very encouraging to see 
that the proposed MCCA approach obtains a significant 
performance improvement over the existing subspace analysis 
methods for face photo-sketch matching. This shows the 
effectiveness of the MCCA approach. 

 

Figure 3. Comparison of verification accuracy on the CUFSF 
dataset [5]. 

3.2 Overall Benchmark Comparison 
In addition to subspace analysis based methods, there are some 
other photo-sketch matching methods on the CUFS and CUFSF 
datasets. In this part, we compare our approach (with Bagging) to 
the state-of-the-art methods for photo-sketch matching on the 
CUFS and CUFSF datasets. The comparative results are reported 
in Table 1 and Table 2. From these results we can see that our 
approach also has superior performance over the state-of-the-art 
algorithms on the two datasets. 

Table 1. Comparison of rank-1 identification accuracy on the 
CUFSF dataset [5].  

CCA [8]  PLS [10]  LFDA [4]  CITE [5]  Ours 

86.71%  85.55%  87.29%  89.54%  92.17% 
 

Table 2. Comparison of rank-1 identification accuracy on the 
CUFS dataset [2]. 

MRF+RS‐
LDA [2] 

LFDA [4]  CITE [5]  GS [19]  Ours 

96.30%  99.47%  99.87%  99.91%  100% 

4. CONCLUSIONS 
In this paper, we have proposed a new algorithm called MCCA 
for matching face sketch to face photo. Extensive experiments are 
conducted on two public domain face photo-sketch datasets to 
demonstrate the effectiveness of MCCA over the state-of-the-art. 
In the future work, we will adapt our system to general 
heterogeneous face matching problems, such as infrared-optical 
recognition or matching faces of different poses. 
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