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Abstract  
In this paper we discuss a software design framework that 
is capable of realizing network-centricity and the rising 
multicore technology. Instead of producing static design 
documents in the form of UML diagrams, we propose 
automatic generation of a visual simulation model, which 
represents the target system design. We discuss a design 
environment that is responsible for the generation and 
execution of the simulation model.  

Categories and Subject Descriptors  
D.2.10 [Software Engineering]: Design 

General Terms Design, Verification 

Keywords Design, simulation, modeling, network-centric,  
parallel processing 

1. Introduction 
One purpose of software design as a process within the 
software development life cycle is to develop a conceptual 
design model representing the software. The resulting 
design model is intended to enable verification and 
validation of the design as well as planning for the 
corresponding code-level implementation.  

The verification and validation are essential to assess 
the accuracy of the design. We need to be able to refine 
existing requirements by uncovering new requirements and 
modify (or remove) the existing ones. In addition, it is 
important to check the design for its feasibility, perform 
various analyses and test for possible software faults, 
failure and malfunction. 

It is crucial to plan for an accurate code-level 
implementation at the design stage. Since a software design 
model is an abstract representation of the target software 
system, it must provide design decisions for every aspect of 
the software. That does not mean interference with the 

implementation of the design by providing very low level 
details of the software system. However, the design model 
has to be comprehensive and expressive enough and yet 
remain high-level, abstract and mostly platform 
independent.  

By examining the existing approaches to software 
design, we have realized the lack of expressiveness and the 
ability to perform verification and validation on the design 
documents. Some of the existing research has addressed the 
idea of executable software design. In particular, the 
research in this area has centered on UML [22], the widely 
used object-oriented software modeling language. 
However, we believe that to perform a useful execution of 
the software design, there is a need for a design framework 
that can realize issues related to the execution from early 
stages of the design.  

In fact, we observed that the existing modeling 
languages are not expressive enough to address the needs 
of today’s complex software systems. Most large and 
complex systems need to be distributed and thus become a 
network-centric system. In addition, we have seen the 
rapidly increasing number of cores on commonly used 
computing platforms. Therefore, in order to utilize the 
available distributed and parallel computing power, we 
need to have an expressive and detailed design framework 
that can provide the required abstractions to design such 
systems.  

In our ongoing work, we propose the development of 
a Design Framework (DF) from which we can 
automatically generate a corresponding visual simulation 
model representing the software design. We envision a DF 
that is capable of addressing the needs for network-centric 
and parallel software systems. These two elements of our 
DF will assist in enabling verification and validation of the 
design as well as planning for an accurate code-level 
implementation of the design.  
Throughout this paper we discuss some of the ideas related 
to the Design Framework, a survey of related work and our 
plans for future work. 



2. Design Framework 
The Design Framework is defined as an underlying 
structure and organization of ideas, which constitute the 
anatomy and basic skeleton that, guide a software designer 
in representing a network-centric and parallel software-
based system in the form of a visual simulation model.  

We do not tie the DF to a specific software design 
paradigm or an existing modeling language. Instead, using 
the DF a designer shall be able to use major software 
design paradigms such as Procedural, Object-Oriented, and 
Service-Oriented, to design the target software system.  

In our DF, we define a Conceptual Construct (CC) as 
a design-level concept, which represents an abstract 
element of software systems that is independent from a 
specific paradigm or a platform. In this section we 
introduce some of the conceptual constructs that are 
fundamental as well as those related to parallel and 
network-centric systems. 

2.1 Fundamental Conceptual Constructs 
The fundamental CCs form a set of basic CCs that can be 
used to describe a generic software system. The 
fundamental CCs provide a basis for other kinds of CCs 
such as those for Parallel and Network-Centric.  

Within the fundamental CC, we define a block as an 
abstract CC that represents a software component, module, 
service, or class. A block can be simple or nested. A nested 
block consists of sub-blocks that are designed to be as part 
of their container block. The sub-blocks of a nested block 
are not able to directly interact with outside world. They 
are special blocks that assist the container block in 
accomplishing its tasks. Thus, the container block can 
always control the behavior of its sub-blocks.  

A simple block cannot contain sub-blocks. In Object-
Oriented terms, a simple block is similar to a class without 
having other classes defined as part of it.  

A block can be executable or non-executable. Those 
blocks that define their execution logic can be executed 
during the simulation runtime. The non-executable blocks 
can also be part of the simulation runtime when the 
instantiation of these blocks is simulated.  

Blocks can participate in block interactions. Blocks 
can interact as part of a service request and response 
mechanism. For instance, a block can request invocation of 
particular execution logic as a service from another block. 
This way a Remote Procedure Call, a Remote Method 
Invocation or a local procedure call can be modeled. A list 
of parameters is associated with each interaction 
established between two blocks. The parameters include the 
requester and the responder, the requested execution logic, 
and the synchronization method. Block interactions are 
specified without being part of an execution context. 
Instead, the specified interactions can be put into action as 
part of execution logics within various blocks as far as the 
interaction requirements are fulfilled. 

2.2 Multicore Parallelism 
Our literature review indicates that, except for a few trials 
[14], the research community has paid little attention to 
parallelism at the design stage. We believe parallelism is a 
problem to be dealt with at both the design and the 
implementation stages of software development life cycle. 
That is because there are design decisions that have to be 
made on the way parallelism takes place within the 
software execution.  

With today's rising multicore technology, the 
designers of complex software systems need to be able to 
appropriately design the software with utilization of the 
multicore technology. It is important to be able to model 
physical cores, their availability, and the way various 
software modules would use them.  

The Design Framework defines CCs for a number of 
physical hardware resources that are associated with the 
execution of a software system. These CCs are machine, 
processor and core, which abstract physical machines, 
processors and cores respectively. The level of abstraction 
here is determined by the specification needs of the 
software. As designers, we need to be able to define new 
machines, processors and cores to be selected as execution 
platforms for specific executable blocks. 

The designer can direct the execution to a specific 
core or a group of cores on a particular machine. For 
example, a block can be designated to run on a specific 
core on a specific machine. Alternatively, the designer can 
choose to run the class on a machine without specifying the 
core. This is important in the case that explicit 
parallelization is not important at the conceptual level.  

Another element of parallelization in our framework 
is the availability. For example, the designers can indicate 
the level of availability of a core to its execution block. An 
execution block can occupy a core all the time, or it can 
occupy some parts of it for a period of time. Therefore, we 
also add a usage capacity to each core to indicate how 
much of core's capacity is available to a particular 
execution block. 

2.3 Network-Centricity 
Our Design Framework needs to capture basic elements of 
a network-centric software system. Network-centric 
systems are not limited to a collection of distributed (and 
perhaps homogeneous) software systems. Network-centric 
software can be thought of as a network of heterogeneous 
software systems organized under what is called a system 
of systems [1]. The Design Framework focuses on the 
distributed nature of network-centric software systems.  

We include abstractions to enable high-level design of 
the networking functionality needed by the system. The 
choice of network protocol, service requests and responses 
and the connectivity between software blocks are among 
essential networking abstractions. 



We abstract geographic regions to be used as part of 
the design. Machine cores as defined in Section 2.2 can be 
assigned to different geographic regions. This makes it 
necessary to include the networking abstractions discussed 
earlier. A software block uses the networking abstractions 
to model a communication channel established between the 
distributed blocks. A distributed block is an execution 
block that resides on two or more geographically dispersed 
cores.  

The Design Framework defines synchronization 
constructs that can be used to specify the synchronization 
mechanism of an interaction between two distributed 
blocks. For example, an interaction of two distributed 
blocks can be set to asynchronous. At simulation runtime, 
we will simulate the appropriate behavior corresponding to 
an asynchronous request. Further, this request can be set to 
a timeout limit or can be set to unlimited timeout. In this 
case, it is important to note the possibility of race 
conditions and deadlocks. As part of our tool 
implementation, we aim to provide a design analysis tool 
that can capture such conditions before the design model is 
ready for simulation. 

3. Integrated Visual Simulation-based Design  
Environment 

In order to provide the required tools for software design 
using our DF, we propose an Integrated Visual Simulation-
based Design Environment (IVSDE). Within IVSDE, there 
are a number of tools (as depicted in Figure 1) that assist 
the designer in producing the final work product. Guided 
by the DF, a designer uses a tool called Visual Software 
Designer to describe the design. This tool uses a graphical 
modeling language based on the DF with the appropriate 
GUI to capture the design. Once the designers specified the 
design, it will be fed into the next tool called Design 
Analyzer. The tool's task is to perform static analysis on the 
design and look for possible structural errors. That is 
related to the appropriate use of the graphical modeling 
language as well as the integration of the design in general. 
At this stage we also look for race conditions and possible 
deadlocks that may appear as a result of using network-
centric and parallel conceptual constructs. 

When various kinds of analyses are performed on the 
design, if the design is approved and free of errors, we 
proceed with the design towards Visual Simulation Model 
Generator. This tool uses automated code generation 
techniques to produce the executable visual simulation 
model. We aim to have minimal designer interference in 
this process to make it more usable. 

At the final stage, the executable visual simulation 
model is given to the Software Design Simulator (SDS). 
This tool is our simulation runtime. It uses designer 
specified parameters to run the simulation model. The 
simulation will be in a visualized format. The designer can 
see the flow of data and the execution of the specified logic 

during the runtime. Further, the designer can ask the SDS 
to provide current system information at specific 
checkpoints provided with a pause or continue option. This 
enables a convenient way of debugging the model at the 
runtime. 

Using the SDS, the designers can perform dynamic 
analysis on the design and further refine it as needed. 
Among possible analyses are:  

• “What if” analysis 
• Feasibility of the design 
• Correctness and completeness of the design 
• System performance examination 

 

 
Figure 1. High-level view of IVSDE. 

 

4. Related Work 
Existing work on simulation and execution of software 
design is centered on UML diagrams. Some of previous 
works have discussed executable UML diagrams [4–6, 10–
13, 15, 20, 25]. In fact, Object Management Group 
describes execution semantics for a subset of UML (called 
fUML) that is considered to be generic enough [21]. 
Working on enabling execution out of UML diagrams is 
valuable due to wide usage of UML diagrams as an 
industry standard in the area of software design.  

Another interesting modeling language is called 
Coloured Petri nets [16] (a variation of the Petri nets [23]). 
Coloured Petri nets are used to model concurrent and 
distributed systems and can be simulated [2, 19]. There has 
also been an attempt to translate UML 2.0 state diagrams 
into Coloured Petri nets [9]. 



Fundamental Modeling Concepts (FMC) provides a 
complement to UML for modeling concurrent and 
distributed aspects of a system [18, 24]. It introduces the 
idea of virtual locations and agents interacting with a 
system. A separation of behavior and compositional 
structure is emphasized in this work. However, we believe 
that for the purpose of modeling parallelization and 
providing a rich executable environment, UML and FMC 
do not provide the needed ground.  

Other works explicitly mention simulation and 
modeling of UML diagrams [3, 8, 17]. Similar to execution 
of UML diagrams, simulation of these diagrams can be 
quite valuable and provide a basis for our framework.  

Behavior tree is a modeling formalism, which 
automates the process of generating a software design out 
of requirements expressed in natural language [7]. These 
trees can also be simulated.  

 

5. Future Work 
This work is part of a broader project for developing a 
complete design framework with automatic simulation 
capabilities. We are trying to improve the design 
framework to include more necessary design elements and 
support it with a clear formalism.  

In our research, we plan to focus on supporting 
parallel software design realizing the multicore technology. 
We also plan to emphasize on defining appropriate 
abstractions to capture the network-centricity, which is an 
essential part of today's complex systems.  

Our objective is to have a design framework that is 
capable of acknowledging widely used design 
methodologies. That helps the framework to be applicable 
in a wider range of applications.  

The IVSDE is at its conceptual development stage. 
We have not yet developed a prototype to show the actual 
capabilities of our framework and our vision in terms of the 
way a design model will be executed. Our target is a 
prototype tool that can generate visual simulation models 
and provides complete support for our design framework. 
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