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Abstract

Multicore programming is both prevalent and difficult. In-

dustry programmers deal with large amounts of legacy code

and are increasingly relying on multithreading to provide

scalability. For legacy systems, it may not be possible to

change this programming model. The Transitioning to Mul-

tiCore (TMC) workshop is focused on tools and systems

for parallel programming that are interoperable with legacy

code, that minimize the annotation burden for developers,

and match well with current industry practice. We solicit in-

dustry experience reports about working or unworkable ex-

amples of such tools or systems, as well as research reports.

Categories and Subject Descriptors D.1.3 [Programming

Techniques]: Concurrent Programming–Parallel Program-

ming; D.2.2 [Software Engineering]: Design Tools and

Techniques

General Terms Design, Reliability, Human Factors

Keywords Tools, Systems, Usability, Legacy Programs

1. Background

In the early 2000s, we hit a power wall; the energy out-

put of a chip with increased processor speed has become

untenable [1]. Today, all major chip manufacturers have

switched to producing computers that contain more than

one CPU [12]; parallel programming has rapidly moved

from a special-purpose technique to standard practice in

writing scalable programs. Taking advantage of parallel

processors often entails using concurrent software, where

multiple threads work simultaneously. However, concurrent

software suffers from concurrency-specific errors, such as

data races, atomicity violations, determinism violations, and

deadlocks [4, 8, 9]. Achieving parallel performance is also

difficult. In fact, in previous studies which compared parallel
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programming models or techniques a large subset of the par-

ticipants in different groups did not successfully complete

a correct solution that exhibited any speedup (e.g. [5, 10]).

Furthermore, a large survey on current development prac-

tices found that a large portion of developers have to regu-

larly deal with multithreaded code [6].

2. Main Theme and Goals

It is clear from the above discussion that multicore program-

ming is both prevalent and difficult. To address that dif-

ficulty, numerous programming models and systems have

been proposed, including transactional memory [7, 11], revi-

sions [3], and type systems [2]. However, industry program-

mers face large amounts of legacy code, and so it may not

always be feasible to change the programming model.

The TMC workshop is focused on tools and systems

for parallel programming that are interoperable with legacy

code, that minimize the annotation burden for developers,

and match well with current industry practice. We solicit in-

dustry experience reports about working or unworkable ex-

amples of such tools or systems, as well as research reports.

The topics for these reports may include:

• Surveys or empirical studies focused at measuring the

current state of practice for multicore programming in

industry

• Field studies identifying barriers and benefits to using

existing tools

• Analysis tools focused on correctness, performance, or

understandability analysis of existing programs

• New programming models which are interoperable with

legacy multithreaded systems

We aim to bring together industry developers and re-

searchers who are interested in improving the current transi-

tion to multicore.

3. Participant Preparation

We accept shorter, two to four page experience reports fo-

cused on experiences with scalable systems used in industry,

or problems with existing systems. We also accept longer,

four to six page research reports focused on development
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of new systems, tools, or ideas in the multicore space. Ad-

ditionally, we accept two page position papers focused on

proposals for improving existing systems or tools. Although

this is a small new workshop, we care about reviewers re-

turning high-quality paper reviews and have picked our pro-

gram committee accordingly.

4. Activities and Format

We plan to spend the morning on paper presentations. Each

presentation slot will be approximately 10-15 minutes long,

followed by a five minute question period.

We plan to start the afternoon with a panel presentation,

moderated by the workshop organizers, comprising a mix of

industry and academic panelists who can describe some of

the challenges experienced with transitioning to multicore.

The goal of this panel will be to highlight issues that may

not be obvious within the research community.

Afterwards, we will facilitate a group discussion about

what workshop participants feel are the largest issues raised

in the workshop, and any issues they feel are not adequately

addressed by current research literature. First we will break

into focus groups (containing approximately 4-5 people per

group) for about 30-45 minutes. These groups sessions will

serve as a networking event so that participants will ideally

make some new connections at the workshop. We aim to

have at least one industry representative in each group. Each

group will come together with 2-3 specific points for future

or ongoing research which we will collate on the projected

screen.
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