
Probabilistic search term weighting some negative results 

Norbe r t  Fuhr ,  P e t e r  Miiller 
T H  D a r m s t a d t ,  Fachbere ich  I n f o r m a t i k  

6100 D a r m s t a d t  
West  G e r m a n y  

A b s t r a c t  

The effect of probabilistic search term weighting on 
the improvement of retrieval quality has been demon- 
strated in various experiments described in the liter- 
ature. In this paper, we investigate the feasibility of 
this method for boolean retrieval with terms from a 
prescribed indexing vocabulary. This is a quite differ- 
ent test setting in comparison to other experiments 
where linear retrieval with free text terms was used. 
The experimental results show that in our case no im- 
provement over a simple coordination match function 
can be achieved. On the other hand, models based on 
probabilistic indexing outperform the ranking proce- 
dures using search term weights. 

1 I n t r o d u c t i o n  

Probabilistic search term weighting is a well-known 
method to achieve a better retrieval quality. In var- 
ious experiments, significant improvements could be 
shown (e.g. [Robertson & Sparck Jones 76], [Robert- 
son et al. 81], [Croft & Harper 79]). These exper- 
iments were based on linear retrieval with free text 
terms, where the terms in general were reduced to 
their word stems. In this paper, probabilistic search 
term weighting is used to rank the documents from 
the output sets of boolean retrieval, where the query 
terms are descriptors from a prescribed indexing vo- 
cabulary. In a second series of experiments, models 
based on probabilistic indexing (that is, document 
term weighting) are tested and the results are com- 
pared with those of the search term weighting models. 

2 P r o b a b i l i s t i c  s earch  t e r m  
w e i g h t i n g  

In the binary independence retrieval (BIR) model 
([Robertson & Sparck Jones 76J), docuntents are rep- 
resented by a binary vector ~, where zi = 1(0) stands 
for the fact that in the actual document the index 
term sl E S = .[Sl, . . . ,  sn} is present (not present). 
The well-known ranking function g(ff) which gives the 
relevance value of a document d~ described this way 
with respect to a request fk yields 

-P(~[ R) 
= logpcclk) 

=  l-p, (1) 
i=1 q i ( l = ~ / )  ÷ ,=I 1 qi 

with pi = P(z~=lJ_R) and qi = P(zi=l]R),  the prob- 
abilities that si occurs in a relevant/nonrelevant doe- 
u n l e n t .  

In order to estimate the parameters pl and ql, usu- 
ally relevance feedback information has to be ob- 
tained from the user for a small set of documents. 
We will denote the corresponding ranking procedure 
BIR/RF.  For comparison, we will perform upper 
bound experiments by using complete relevance infor- 
mation about the documents to be ranked (ranking 
procedure BIR/UB). 
An alternative way to apply the BIR model which 
does not need any relevance information has been 
shown in [Croft & Harper 79], where the inverse doc- 
ument frequencies (IDF) are used as estimates for the 
parameters qi, and constant values for the parameters 
Pi are assumed (ranking procedure BIR/IDF). 
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3 P r o b a b i l i s t i c  d o c u m e n t  t e r m  
w e i g h t i n g  

In contrast to the model described above, probabilis- 
tic indexing models assign weights to the terms in 
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a document by regarding the document with respect 
to queries described by binary vectors. The index- 
ing model of [Maron & Kuhns 60], here called binary 
independence indexing (BII) model ([Fuhr 86]), esti- 
mates the probability of relevance of a document dr. 
with respect to a query f,~ described by vector :~: 

PC ls,, d.,) 
P(R[z~., d,.) = P(R[d~). H P(R[d.,) (2) 

tIere and in the following, d,,~ denotes the set of in- 
dex terms occuring in the document d,,~ and f~ the 
set of index terms used in the query formulation of 
fk. The index term weight P(R[s~,d,~) denotes the 
probability that  the document is relevant to a request 
using si in its query formulation. P(R[dm) is a prob- 
abilistic document weight; experiments described in 
[Fuhr 86] have shown that  the assumption of a con- 
stant value for this weight yields better results than 
an estimation of this parameter.  
The RPI  model introduced in [Fuhr 86] can be re- 
garded as an extension of the BIR model from binary 
to weighted (probabillstic) indexing. 1 Here the prob- 
ability of relevance of a document dm with respect to 
a request  fk is given by the formula: 

P(RIh,dm)= 

i/pik 1 -- Pik (1 Ulm)~ P(Rlfk)" H ~ q--~-uim + ~ - } s,Cl;.ndk 

v r  1 - (3) 
11 1 - ql 

s • 

Here ui,~ = P(R[sl, d,,~) is the index term weight of 
si in dm 2. The parameters plk and q~ are the average 
index term weights of sl in the relevant documents 
of fk resp. in all documents. We will apply the RPI 
formula in three ways: 3 

1. with constant values for the pik's and qi's, de- 
noted as ranking procedure RPI/const 

2. with the parameters pik and ql estimated 
through relevance feedback (RPI/RF) 

1A similar model has been described in [Croft 81], where 
documents are ranked according to the expected value E(g(£)) 
of the BIR model. However, it can be shown theoretically that 
this model does not glvc a ranking according to the probability 
ranking principle. 

2In the original RPI model, a distinction between the con- 
cepts 'relevance' (relating to the retrieval process) and 'correct- 
ness' (where the indexing weights relate to) is made, which is 
dropped here for simplicity. 

~It is not possible to use IDF weights for the RPI model 
in the same way as with the BIR model, because the ranking 
formula (3) cannot be separated in two factors, one with the 
pit's and the other wlth the qi's 

3. in an upper bound experiment by using complete 
relevance information (RPI /UB) .  

4 B o o l e a n  r e t r i e v a l  

As boolean retrieval is in widespread use in practice, 
there are at tempts  to find a combination with prob- 
abilistic ranking procedures. Here we will concen- 
trate on a model aimed to rank the output  set of 
a boolean query proposed by Radecki ([Radecki 82, 
83]) 4. ht this model, the BIR ranking procedure is ap- 
plied to rank the output set. This approach, however, 
has one major  disadvantage: caused by the boolean 
query structure, the independence assumption of the 
BIR model cannot hold on the output set (if it is 
assumed to hold on the whole document collection). 
This can be illustrated by an example: Suppose that 
we have a collection of 1000 documents with docu- 
ment frequencies 200 for sl ,  250 for s2 and 100 for 
s3, and the actual query is sl A (s2 V s3). If the three 
index terms are assumed to be distributed indepen- 
dently, we get an output set of 65 documents, namely 

45 documents containing sl and s2 only, 
15 documents containing Sl and s3 only, and 
5 documents containing all three index terms. 

Therefore we get for a random document of the out- 
put set (OS): P(s~[OS) = 50/65, but P(stls~ , OS) = 
1, which means that  st and s2 are not distributed in- 
dependently in the output set. These problems also 
remain in the case where the minterms sx A s2 and 
st A s3 are taken as basic terms for the application of 
the BIR model instead. 
From the above~ it can be concluded that  serious 
problem.s arise when the BIR or the RPI  model is ap- 
plied to rank the output set of a boolean query and 
the probabilistic parameters are estimated on (parts 
of) this output set) 
There are two ways to overcome these problems: 

The probabilistic parameters are estimated us- 
ing a representative sample of the whole docu- 
ment collection. This is easy if only IDF weights 
are used, but for relevance feedback purposes, it 
seems to be rather difficult to select the 'right' 
documents which are to be judged by the user. 

The probabilistic models have to be modified. 
For example, a dependence model could be de- 
veloped which pays attention to the fact that the 

4An alternative approach was suggested in [Bookstein 85], 
but has not been evaluated yet, 

5In this case, the parameters qi of the RPI model are 
request-specific, because they have to be related to the out- 
put set of the actual request. 
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boolean query structure generates certain depen- 
dencies between the index terms in the output 
set. Another possible solution could be provided 
by the application of the maximum entropy prin- 
ciple (see e.g. [Kantor & Lee S61). 

In contrast to the BIR and the RPI model, the appli- 
cation of the BII model in combination with boolean 
retrieval bears no problem of term dependence in the 
documents, because only assumptions about the dis- 
tribution of terms in the queries are made, and these 
distributions seem to be independent of the kind of 
query formulation. In the experiments described be- 
low, only for the BIR/IDF method the search term 
weights are estimated on the basis of the whole docu- 
ment collection. All experiments with relevance feed- 
back only use relevance information from the output 
sets. 

5 Controlled vocabulary 

For many large retrieval data bases, a prescribed 
indexing vocabulary is used (e.g. MEDLARS, IN- 
SPEC). When query fornmlation uses terms from this 
vocabulary instead of free text terms, this has two 
serious consequences for the application of ranking 
procedures based on search term weighting 

- The average number of terms per query is smaller 
(see also table 1 in the following chapter), so the 
number of documents having the same binary 
description with respect to the query and thus 
getting the same rank increases. 

- The search terms from the controlled vocabu- 
lary will have a more similar significance than 
it would be the case for free text terms, so the 
scattering of the search term weights also will be 
smaller (and interfere with random differences in 
the weights which are intrinsic to the estimation 
of probabilistic parameters). 

6 Test sett ing 

For our experiments, we use the collection of the 
AIR retrieval test (see [Fuhr & Knorz 84]) from the 
physics data base PHYS of the Fachinformationszen- 
trum Karlsruhe, Germany. This collection consists 
of a sample data base with 15,000 documents and 
309 boolean search requests (without NOT operators) 
which were formulated by retrieval experts in dia- 
logue sessions at the complete data base PHYS. Here 
we regard the query formulations using terms from 

the indexing vocabulary only. As weighted prvi,,- 
bilistic indexing, the so-called indexing A1 was taken 
which was adopted by comparison with manual in- 
dexing (see also [Knorz 83]) using a learning sample 
of 1000 documents6, r 

For the ranking experiments, retrieval was made in 
two steps. In the first step, conventional boolean re- 
trieval was performed: A very broad unweighted in- 
dexing was chosen by applying a cut-off value of 0.01 
to the weighted indexing A1. The sets of output doc- 
uments selected this way (only 244 of the 300 sets 
were non-empty) were ranked in the second retrieval 
step by applying the different ranking formulas. 

The 244 queries with non-empty answer sets were ran- 
domly divided into three samples named A, B and 
C. For the ranking experiments, we use the samples 
A and C 8. All global constants such as P(R[d,,~) of 
the BII model, Pl of the BIR/IDF procedure and pik 
and qi of the RPI/coust  function are estimated on 
sample C by choosing the best values from a series 
of retrieval runs; these global constants are used for 
sample A without modification. For the experiments 
using relevance feedback information, subsets of the 
samples are taken, because many answer sets are too 
small for this purpose. For the samples A10 and C10, 
10 documents formed the feedback set of each query, 
and there had to be at least 4 documents left to be 
ranked (residual ranking). The samples A20 and C20 
only contain queries with at least 25 answer docu- 
ments from which 20 documents are used for rele- 
vance feedback. The sizes of the test samples are 
shown in table 1. 

As evaluation measure, we take the R,~orm measure 
as defined by BoUmann [Bolhnann 84] for multistage 
relevance scales (see Appendix), because such a rele- 
vance scale had been used in the AIR retrieval test. 

M The macro average Rnorm is computed as well as the 
micro-macro average R,~.,.,n (which is a weighted av- 
erage according to the different sizes of the answer 
sets), because the latter measure seems to be more 
appropriate for the scattering of answer sizes in the 
test samples. 

6None of these documents have been used for the retrieval 
test 

rAlthough these weights refer rather to events of 'correct- 
ness' (judged by a human indexer) than of 'relevance' (which 
would theoretically be required for the BII model at least), we 
assume that the difference between these concepts is negligi- 
ble, because there is no necessity to make tiffs distinction in 
the application rezardcd here. 

SSarnple B is not regarded because of technical problems 
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Sample Queries Documents Terms/Query 
A 79 2835 5.8 
C 83 2819 4.5 
A10 39 2242 5.9 
C10 41 2207 4.8 
A20 25 1884 5.5 
C20 25 1822 4.7 

Table 1: Sizes of the test samples 

7' E x p e r i m e n t a l  results  

Table 2 shows the results of the BIR model in com- 
parison to the coordination match function. For these 
experiments with binary indexing, a cutoff value of 
0.12 was applied to the indexing weights (at the cut- 
off value of 0.01, the ranking results were far worse). 
The BIR/IDF and the coordination match function 
yield nearly identical results. As the IDF weights are 
estimated on the whole document collection, they are 
independent of the boolean query structure. So the 
only reason for the lack of any improvement seems to 
be the kind of query terms employed here: in con- 
trast to the experiments described in the literature, 
our queries only use descriptors from a prescribed vo- 
cabulary. Furthermore, the queries were formulated 
by retrieval experts. We assume that these descrip- 
tors have a more similar significance than free text 
terms, so a term weighting based on collection fre- 
quencies bears no useful information. 

Replacing the IDF weights by weights based on rele- 
vance feedback (BIR/IDF), the results get even worse 
(however, only for the sample C10 the sign test shows 
a significant difference at a level of 95%). Obviously 
the estimation of the probabilistic parameters using 
only documents from the output set of the boolean 
queries is not suitable for the BIR model: the vio- 
lation of the independence assumption cannot be ig- 
nored. The same problem arises with the application 
of the RPI model when relevance feedback is used, as 
can be seen from table 3. 

Comparing the results of the BII and the RPI/const 
function with those of the coordination match func- 
tion, a significant improvement (sign test: > 97.5%) 
can be found. This difference is caused by the more 
detailed document representation (weighted instead 
of binary indexing) the BII and the RPI model are 
based upon. This fact is also illustrated by the results 
of the upper-bound experiments of the BIR and the 
RPI model. 

A r • f , i .  o.F i , i l  -i~.rl. o i-  l i ,  l Ranking sample • '" 
procedure 
COORD A 0.718 i 0.657 
BIflJIp? . . . . . . .  0_.7j1 _ o.6~3 
COORD C 0.672 0.623 
BIR/IDF ~ 0.667 0.624 
COORD A10 0.662 0.647 
BIR/IDF 0.659 0.642 
BIR/RF 0.611 0.626 
_BI_R_IUB . . . . . . .  0_.711_ 0.683 
COORD 
BIR/IDF 
BIR/RF 
BIR/UB 
COORD 
BIR/IDF 
BIR/RF 
B[ /TB _ 
COORD 
BIR/IDF 
Bm/RF 
BIR/UB 

C10 0.614 0.619 
I 0 .622 0.624 
l 

0.606 0.592 
0.671 0.679 

A20 0.705 0.651 
0.705 0.647 

i 0.634 0.640 
0.743 0.684 

i C20 0.640 0.613 
0.652 0.621 
0.645 0.621 
0.703 0.679 

Table 2: Ranking results of the BIR model in com- 
parison to the coordination match 

Rn o.r~rTi Ranking sample 
procedure 
BII A 0.740 

RPI/_const . . . . . .  _0.370 - 

BII C 0.734 
RPI/const 0.725 
BII A10 0.706 
RPI/const 0.732 
RPI/RF 0.700 

RPI/ffB . . . . . . .  _ 0 . _ 7 9 _ 3  

BII CI0 0.732 
RPI/const 0.738 
RPI/RF 0.709 
RPI/UB 0.785 
BII A20 0.773 
RPI/const 0.791 
RPI/RF 0.752 

_RP_VyB . . . . . . .  - o . - 8 7 6 -  

BII C20 0.722 
RPI/const 0.714 
RPI/RF 0.714 
RPI/UB 0.752 

Table 3: Ranking results of 
model 

? l l  
R , ~ , ,  

0.693 
0.733 
0.702 
0.704 
0.685 
0.725 
0.715 
0.759 
0.704 
0.707 
0.694 
0.756 
0.712 
0.728 
0.730 

0 @2 
0.697 
0.696 
0.697 
0.745 

the BII and the RPI 



8 C o n c l u s i o n s  

Although boolean retrieval and controlled vocabulary 
are in widespread use in retrieval practice, there has 
not been an experimental evaluation of probabilis- 
tic IR models for this situation before. We have 
shown that in this case, the BIR model does not 
lead to improved retrieval quality. It seems that 
both parameters~boolean queries and controlled 
vocabulary--do have an influence on this result, but 
further experimental work is necessary where each of 
these parameters is considered separately. On the 
other hand, it is obvious that a more detailed doc- 
ument representation (than that of the BIR model) 
improves ranking results significantly (see also [Salton 
86] and [Croft 83]). 
From a theoretical point of view, none 0f the existing 
ptobabilistic retrieval models (except the maximum 
entropy principle, which has not been evaluated yet) 
seems to be appropriate for boolean retrieval. Sim- 
ilarly, there is a lack of probabillstic models which 
use a more detailed document representation (e.g. the 
number of occurrences of a term in a document). Here 
the 2 Poisson model yields rather unsatisfactory re- 
suits ([Robertson et at. 81], [Losee et al. 86]). This 
shows that more elaborate probabilistic models are 
required: they should be adaptable to different re- 
quirements, but also simple enough to give us a better 
understanding of probabilistic retrieval. 
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A p p e n d i x  

We give a short description of tile / . ~ m  measure 
for multistage relevance scales which is an extension 
of the well-known Rnorm measure for binary scales. 
This measure only considers documents in different 
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ranks and with different relevance judgements. A pair 
of these documents is in right order if tile document 
with the higher relevance judgement comes first, oth- 
erwise it is in wrong order. Let S + be the number 
of document pairs in right order, S -  the number of 
those in wrong order, und S,~az the number of doc- 
uments in right order for an opt imum ranking. The 
normalized recall is defined then as follows: 

( s :s-h 1 1 +  

For the cases with S~a = = 0 we define R , ~  = 1. In 
the other cases, a random ordering of documents will 
yield an R,,o~m value of 0.5 in the average. 
Because of the large scattering of the answer sizes, 
we use a second average method besides the macro 

M . rn average Rnorm. the micro-macro average R,,or m is a 
weighted average with respect to the answer sizes. Let 
ni  be tile answer size of retrieval result Ai, then the 
micro-macro average of Rn~m for a set of t queries is 
defined as: 

" ' ° 1  

E i = I  nd 

1.8 


