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ABSTRACT

Filtering a time-ordered corpus for documents that are highly
relevant to an entity is a task receiving more and more at-
tention over the years. One application is to reduce the
delay between the moment an information about an entity
is being first observed and the moment the entity entry in a
knowledge base is being updated. Current state-of-the-art
approaches are highly supervised and require training ex-
amples for each entity monitored. We propose an approach
which does not require new training data when processing
a new entity. To capture intrinsic characteristics of highly
relevant documents our approach relies on three types of
features: document centric features, entity profile related
features and time features. Evaluated within the framework
of the "Knowledge Base Acceleration” track at TREC 2012,
it outperforms current state-of-the-art approaches.
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H.3.1 [Information Storagei and Retrieval]: Informa-
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1. INTRODUCTION

Information about popular entities on knowledge bases
(KB) like Wikipedia are almost updated in real-time. Ac-
cording to [5] the median time-lag between the first appear-
ance of a new information about an entity and its publication
on Wikipedia is 356 days. This delay may however be re-
duced if relevant documents are automatically found as soon
as they are published and then presented to the contributors.
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A two step process is then required: entity disambiguation
(resolving to which entity in the KB a name in a document
is referring to) and the evaluation of the importance of the
information contained in the document with regards to the
given entity.

State-of-the-art approaches are highly supervised and re-
quire a training set for each entity. A real-world system,
however, must work without additional examples for new
entities whatever its type, its degree of popularity, and its
evolution through time are.

We propose to automatically assess relevance of a doc-
ument from a data stream with regards to a given entity
without requiring additional data. This approach relies on
three complementary types of features to capture charac-
teristics of relevant documents: time-related, document and
entities centric features.

We evaluate it in the framework provided by the "Knowl-
edge Base Acceleration” task at TREC 2012 and it performs
better than existing approaches. Moreover, we draw pre-
liminary conclusions about characteristics of highly relevant
documents, independently of which entity is monitored.

2. RELATED WORK

Thanks to the Text Analysis Conference (TAC)" with the
"Knowledge Base Population” task [7], a lot of work have
been done on named entity disambiguation. Best approaches
rely on similarity between a mention’s context and a candi-
date knowledge base entry [1], name string matching [10],
query expansion [6], topic modeling [14] or coreference res-
olution [3]. Most of theses approaches rely on computation-
ally expensive features to evaluate the importance of the
information in the documents.

Recently, named entity disambiguation in data stream
have emerged relying on data from Twitter. [9] for instance
followed the evolution of big and short terms events, like
natural disasters, in real-time. Unfortunately, because of
the characteristics of Twitter around which such approaches
have been built (very short texts, hashtags, user profiles, etc.
[4]), methods cannot be transposed to our problem.

A decade ago, a TREC task called "Filtering” [11] had
the following definition: finding documents relevant to a
query in a stream of data. Several effective approaches were
inspired by information retrieval techniques to score docu-
ments (Okapi [12], Rocchio [13], ...) with the use of a learned
threshold to filter out non relevant documents [15]. Most
successful approaches rely on machine learning with exten-
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sive use of SVMs with words as features [2]. Systems were,
however, in an ideal scenario: after each decision, they were
notified of the annotator’s label, allowing them to reevaluate
their models and do not propagate their mistakes.

In 2012, a new TREC task called "Knowledge Base Accel-
eration” (KBA) [5] started with a similar definition: filtering
a time-ordered corpus for documents that are highly relevant
to a predefined list of 29 entities from Wikipedia and cho-
sen for their ambiguity. The main differences between the
two tasks are: a collection 10 times larger, various types of
documents, finer-grained time unit.

As for the Filtering task, the best performing approach
at KBA 2012 is highly supervised: one classifier (SVM) by
entity tracked with ”binary features, representing whether
or not a term was present in a document, regardless of its
frequency” [8]. In this setup, training data have to be pro-
vided for each new entity "followed” and even for an already
monitored entity, new training examples are required to pre-
vent a performances decrease due to concept drift through
time.

Our approach, while achieving better results, differs from
this work in that rather than trying to determine character-
istics of a relevant document for a given entity, we focus on
features of relevant documents in general.

3. LEARNING TO DETECT HIGHLY REL-
EVANT DOCUMENTS IN A STREAM

Let us consider a stream of documents from various types
(news, forum, blogs, web pages, etc.). We want to monitor
this stream, detect documents referring to a given entity e
and then select highly relevant documents.

We tackle this challenge as a binary classification problem:
highly relevant documents vs. mentioning, non mentioning
and spams. Numerous works on text and genre classification
proposed a wide range of features to associate a class to a
document. Generally, the wider the set of features is, the
better the results are (some approaches rely on thousands
features). A good classification approach, however, have to
find the good trade-off between good results (depending of
the amount of features) and runtime. In our scenario, a fast
approach is required to deal with the large amounts of in-
coming documents. Moreover, we do not want to use entity
specific features. We rely on a set of 35 computationally in-
expensive features falling in three categories: time related,
document centric, entity’s profile related.

3.1 Document centric features

The first source of information is the content of the doc-
ument itself. To design effective features we looked at sum-
marization works as they look for evidence to determine the
topic(s) of a document. The frequency of the tracked entity
is a first indicator about the relevance of the document. We
also count the number of sentences mentionning the entity
as how well distributed the occurrences are seems impor-
tant. Titles, as well as beginning or ending of documents
(especially news) have been shown to carry a lot of informa-
tion about the main topic of a document so we count the
number of mention of the entity in these different parts. We
compute these features using strict name matching. How
much the document is focused on a single or a few topics is
important to and may be reflected by its entropy. The type
of the document seems important too as different types of
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documents may not follow the same "rules”. The complete
list of document centric features is presented in Table 1.

TF(e,d) Term frequency of the entity e in d
hasTitle(d)  Does the document have a title?
TF(e, tq) Term frequency of e in the title

TFygy/(e, d)
T Fygy (e, d)

Term frequency of e for each 10% part of d
Term frequency of e for each 20% part of d

C(sent,e,d) Count of sentences mentioning e
entropy(d) Entropy of document d
length(d) Count of words in d

Is d a blog entry or a forum thread?
Is d a news?

is(social, d)
is(news, d)

Table 1: Document centric features. TFs are nor-

malized by the size of the document.

3.2 Entity related features

Previous features look at the nature of the document it-
self, independently of the entity considered. But how the
document fits to what we know about the entity seems im-
portant too. We suppose that one representative document
about the entity is provided to (or retrieved by) the sys-
tem. This document will be called the "source document”.
In our experiments the source document of an entity is its
Wikipedia page. A candidate document is judged on how
much related entities appear in it and how similar the doc-
ument is to the source document. We apply a named entity
recogniser ? to extract a first set of related entities; a second
set is created by filtering out, from the first one, entities
not embedded in a link. Similarity between documents is
measure with the cosine similarity with tf-idf weigths based
unigrams or bigrams and without prepossessing or smooth-
ing. Features are listed in Table 2.

SIMy4(d,sd) Cosine similarity between d and the source
document sd based on unigrams

Cosine similarity with bigrams

Term frequency of related entities in d
Term frequency of related entities

(embedded in links) in d

SIMay(d, sd)
TF(re,d)
TF(reL,d)

Table 2: Entity related features. If applicable, fea-
tures are normalized by the size of the document

3.3 Time features

Exploring the impact of time related features is one of
the most interesting characteristics of the studied scenario.
Our hypothesis is that if something important about an en-
tity happens, in (and for) a short time-span, the number of
documents mentioning the entity may suddenly grow. We
designed a set of features based on this intuition, listed in
Table 3.

4. EXPERIMENTS
4.1 TREC KBA 2012 Framework

We evaluate the proposed approach within the framework
of the KBA track which provided evaluation on a corpus of
500 million documents (= 9Tb). Documents are either blog
or forum posts (social), news or web pages. Documents were
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TF(e,d).IDF(e,1h) Term frequency in d and inverse

document frequency for an hour

DF(e, 1day) Number of documents with e this day
DF(e,7d) Number of documents with e in 7 days
Var(DF(e, 7d)) Variance of the DF in 7 days
TF(e,7d) Term frequency of e in 7 days

TF (e, title, 7d) TF of e in titles in 7 days

Table 3: Time features.

crawled from October 2011 to April 2012 and to each docu-
ment is associated a time-stamp corresponding to its date of
crawl. For training purpose, the corpus have been split with
documents from October to December as examples (with
only social and news documents) and the remainder for the
evaluation. The 29 entities correspond to persons and orga-
nizations that exist in Wikipedia. Two evaluations were pro-
vided: finding documents mentionning an entity and finding
centrally relevant documents defined as ”documents contain-
ing information which may worth a knowledge base update”.
In this work we focused on finding centrally relevant docu-
ments as it is the harder task. Participants must provide one
ranked list of documents for each entity. The official metric
was the F-measure (harmonic mean between precision and
recall)?.

4.2 Classification

We proposed a set of features exploring characteristics
of centrally relevant documents. A random forest classifier
(RF) is composed of several decision trees, each one using
a subset of the features and the examples. For a test doc-
ument, the class receiving the most votes (one tree = one
vote) is associated to it. We report results obtained with
RF as they are among the best we got and give some insight
on what features do well.

We decide to use two classifiers in cascade to evaluate doc-
uments: one for filtering out non mentioning documents and
the other to dissociate poorly relevant documents from cen-
trally relevant ones. Each classifier relies on all the features
presented.

4.3 Results

Table 4 shows results of our approach against the best
system at KBA 2012, the median system among participants
and the mean. Our approach, listed as ”All”, achieves state-
of-the-art results: with a score of .382, it performs better
than the best 2012 TREC KBA system (+6%) and far better
than median system (+32%) and mean (+73%).

Run F-measure | Run F-measure
Our approach .382 Median KBA .289
Best KBA .359 Mean KBA .220

Table 4: F-measure of our approach against best,
median and mean at KBA 2012.

In addition to its good performances, we claim that the
huge advantage of this approach is that it does not require
additional training data for new entities. The best KBA
system used one SVM classifier by entity [8] with words

3Evaluation is made for different subsets of the result lists
and the best score is selected. The cutoff is the same for all
entities.
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as features and requires training examples for each entity
tested. We evaluate how well our system does without spe-
cific training data for a monitored entity by removing from
the training set, examples associated to it. Under this con-
figuration, our system gets an F-measure of .361 (reported
as "1vsAll”). This result, still above the one of the best
KBA system, shows that our approach succeed to capture
intrinsic characteristics of centrally relevant documents, in-
dependently of the entity evaluated. The decrease may be
explained by the non uniform amounts of examples associ-
ated to each entities (see [5]): setting aside training data
associated to some entities can dramatically decrease the
number of examples to train the models.

Run F-measure | Run F-measure
1vsAll .361 cross3 .354
cross10 .355 Ccross2 .339
crossb .350

Table 5: F-measure using different folds. Scores are
the mean of the scores of 10 runs.

To test the robustness of our approach, with regard to the
amount of training data, we evaluate several configurations
by partitioning the set entities in n sets and evaluated each
part with the training data associated to the others n —
1 ones (as for cross-validation). To reduce variability, for
each n € {10, 5, 3,2}, 10 runs are made and averaged results
are listed Table 5 (crossn). As expected, the smaller the
set of training examples is, the lower the performances are.
The results are however still high and above the median and
mean: for n = 10 it would be ranked 2nd and in 3rd position
for n € 5,3, 2.

Random forests provide information on how well features
helps to separate classes and give insight on which ones help
to characterize centrally relevant documents about an entity
in a stream. The mean decrease Gini score associated by a
random forest to a feature is an indicator of how much this
feature helps to separate documents from different classes in
the trees. Figure 1 reports these scores. Not surprisingly,
top 3 criterion are profile related features: the similarity of
a document with the source document (the Wikipedia page
of the entity) and the presence of related entities seems to
be good predictors of the importance of an information in
a document. In the top 10, the three types of features are
represented (time, document centric and profile), showing
that all the sources are complementary. Beyond this rank,
features seem not to be quite useful to distinguish classes
of documents. We re-evaluated our system using only these
top 10 features and results confirmed this observation : .355
versus .361 with all of them. More surprisingly, the title
seems useless: its presence in a document does not seems to
influence the output of the classification and the presence
of the entity in it is the less discriminative feature. This
result is not in line with research on summarization which
showed that titles are good indicators of the content of a
document. The presence of an entity in a title with regards
to relevance and the correlation is indeed very weak: only
53% of documents with the entity in a title are relevant.
Positions of mentions in the document are not discriminative
either. Finally, knowing the nature of a document does not
help to take decisions even if our approach gets better results



for documents from news and social categories than for web
pages (probably because there is no document of this type
in training data).
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S.  CONCLUSIONS AND FUTURE WORK

We propose to detect documents containing highly rele-
vant information about an entity in a stream of data by
capturing intrinsic characteristics of these documents. This
weakly supervised approach rely on time, document centric
and entity profile related features. It showed state-of-the-art
performances and do not require additional training data to
work with new entities. Moreover, it is robust enough to
still be competitive by only using half training data than
state-of-the-art approaches.

Features analysis showed that using only the ten most
discriminative, representing all three categories, works well.
Some features based on strong evidence on others tasks were
not as useful as expected: the presence of the entity in the
title (which is known for being a good summary of the doc-
ument) and position of the entity in documents.
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A lot of things remain unexplored: the time dimension
needs further investigation (is the profile of the entity must
be updated over time?, does burstiness help? only for some
kind of documents? ...); the characteristics of each type
of document might to be considered separately; lastly, is
filtering highly relevant documents is helpful for automatic
knowledge base population tasks like slot-filling?
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