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ABSTRACT

Pseudo-relevance feedback (PRF) refers to a query expansion strat-

egy based on top-retrieved documents, which has been shown to be

highly e�ective in many retrieval models. Previous work has intro-

duced a set of constraints (axioms) that should be satis�ed by any

PRF model. In this paper, we propose three additional constraints

based on the proximity of feedback terms to the query terms in the

feedback documents. As a case study, we consider the log-logistic

model, a state-of-the-art PRFmodel that has been proven to be a suc-

cessful method in satisfying the existing PRF constraints, and show

that it does not satisfy the proposed constraints. We further mod-

ify the log-logistic model based on the proposed proximity-based

constraints. Experiments on four TREC collections demonstrate

the e�ectiveness of the proposed constraints. Our modi�cation

to the log-logistic model leads to signi�cant and substantial (up

to 15%) improvements. Furthermore, we show that the proposed

proximity-based function outperforms the well-known Gaussian

kernel which does not satisfy all the proposed constraints.
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1 INTRODUCTION

Pseudo-relevance feedback (PRF) is a query expansion strategy

to address the vocabulary mismatch problem in information re-

trieval (IR). In PRF, a small set of top-retrieved documents (i.e.,

pseudo-relevant documents) are assumed to be relevant to the ini-

tial query. �ese pseudo-relevant documents are further used for

updating the query model in order to improve the retrieval perfor-

mance. PRF has been proven to be highly e�ective in many retrieval

models [2, 10, 13, 14].

�eoretical analysis of PRF models has shown that there are sev-

eral constraints (axioms) that every PRFmodel should satisfy. Based
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on these theoretical studies, several modi�cations, e.g., [1, 3, 9, 10],

have been made to the existing PRF models which lead to signi�-

cant improvements in the retrieval performance. Although term

proximity has been shown to be a strong evidence for improving

the retrieval performance [5, 12], especially in the PRF task [6–8],

none of the existing constraints for PRF takes term proximity into

account.1

In this paper, we provide a theoretical analysis for the use of

term proximity in PRF models. To do so, we introduce three PRF

constraints based on the proximity of candidate feedback terms and

the query terms in the feedback documents. According to the �rst

constraint (“proximity e�ect”), the candidate feedback terms that

are positionally closer to the query terms in the feedback documents

should be given higher weights in the feedback model. �e second

constraint (“convexity e�ect”) decreases the e�ect of term proximity

when the distance between terms increases. �e third constraint

indicates that proximity to the less common query terms is more

important than proximity to the query terms that are general.

Furthermore, previous work on leveraging term proximity for

IR tasks, including the positional relevance model, showed that the

Gaussian kernel is an e�ective way for enhancing IR models with

term proximity information [5, 6, 8]. In this paper, we show that

the Gaussian kernel does not satisfy all the proposed constraints,

and thus it could not be the best way for applying term proximity

to PRF models.

�e primary contributions of this work can be summarized as

follows:

• Introducing three proximity-based constraints for theoretical

analysis of PRF models.

• Studying and modifying the log-logistic feedback model [2], a

state-of-the-art PRF model that outperforms many existing mod-

els, including themixturemodel [14] and the geometric relevance

model [11] (see [3] for more details).

• Introducing a variant of the Exponential kernel that satis�es all

the proposed constraints.

• Evaluating ourmodels using four TREC collectionswhich demon-

strates signi�cant improvements over the original log-logistic

model as well as the model enriched with the Gaussian kernel, a

widely used weighting function for enhancing IR models using

term proximity [5, 6, 8].

2 METHODOLOGY

In this section, we �rst introduce three proximity-based constraints

that (pseudo-) relevance feedback methods should satisfy. We fur-

ther analyze the log-logistic model [2], and show that this model

1Tao and Zhai [12] proposed two proximity-based constraints for retrieval models,
but not for PRF models.
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does not satisfy the proposed constraints. We �nally modify the

log-logistic feedback model in order to satisfy all the constraints.

We �rst introduce our notation. Let FW (w ; F , Pw ,Q) denote

the feedback weight function that assigns a real-valued weight to

each feedback termw for a given query Q based on the feedback

document set F . Pw is a set of term-dependent parameters. For sim-

plicity, FW (w) is henceforth used as the feedback weight function.

In the following equations, TF and IDF are term frequency and

inverse document frequency, respectively. | · | represents the size

of the given set.

2.1 Constraints

In this subsection, we introduce three proximity-based constraints

for PRF methods.

[Proximity e�ect] Let d(w,q,D) denote the proximity weight

of a candidate feedback term w and a given query term q in a

feedback document D. �en, the following constraint should hold:

∂FW (w)

∂d(w,q,D)
< 0

According to this constraint, the candidate feedback terms that are

closer to the query terms in the feedback documents should have

higher weights. Intuitively, the closer terms to the query terms are

more likely to be relevant to the query.

[Convexity e�ect] �e feedback weight function should be

convex with respect to the distance of candidate feedback terms

from the query terms. We can formalize this constraint as follows:

∂2FW (w)

∂d(w,q,D)2
> 0

�e intuition behind this constraint is that decreasing the e�ect of

the proximity e�ect should be less marked in high distance ranges.

[�ery IDF e�ect] LetQ = {q1,q2} be a query with two query

terms q1 and q2. Let D1 and D2 denote two feedback documents

with equal length, such that q1 only appears in D1, and q2 only

appears in D2. Let w1 and w2 be two candidate feedback terms,

such that TF (w1,D1) = TF (w2,D2), and w1 and w2 only appear

in D1 and D2 in the feedback set, respectively. Also assume that

d(w1,q1,D1) = d(w2,q2,D2) where d is the function to compute

the proximity between two terms in a given document. We can say

if IDF (q1) > IDF (q2), then we should have:

FW (w1) > FW (w2)

Intuitively, this constraint indicates that proximity to the query

terms that are general is less important than proximity to the un-

common query terms. For instance, if a query contains a general

term (let say a stopword) then proximity to this term should be less

important than the discriminative terms that occur in the query.

2.2 Modifying the Log-Logistic Model

As a case study, we analyze and modify the log-logistic feedback

model [2]. �e reason is that this method has been shown to outper-

form many strong baselines, including the mixture model [14] and

the geometric relevance model [11]. It has been also shown that

this method successfully satis�es all the PRF constraints proposed

in [3]. �e log-logistic feedback weight function for each termw is

computed as:

FW (w) =
1

|F |

∑

D∈F

log(1 +
t(w,D)

λw
) (1)

where t(w,d) = TF (w,D) log(1+ c
avдl
|D |

) (avдl denotes the average

document length and c is a free hyper-parameter that controls

the document length e�ect). �e document frequency term λw is

calculated as:

λw = Nw /N (2)

where Nw and N denote the number of documents in the collection

that containw and the total number of documents in the collection,

respectively. FW (w) is then interpolated with the original query

based on a free parameter (feedback coe�cient)[2].

It can be easily shown that the log-logistic feedback model does

not satisfy the proximity-based constraints, since its formulation

does not contain any proximity-based component. To the best of

our knowledge, this is the �rst a�empt to enrich the log-logistic

feedback model using term proximity information.

Regarding the query term independence assumption, we propose

to modify the log-logistic model as follows to satisfy the proximity-

based constraints:

FWprox (w) = FW (w) ∗
∑

D∈F

∑

q∈Q

δ (w,q,D) (3)

where q is a query term and δ (w,q,D) is a function that computes

the proximity ofw and q in document D.

To de�ne the function δ , we propose to use the Exponential

kernel that satis�es the “proximity e�ect” and the “convexity e�ect”

constraints. We modify the Exponential kernel by adding an IDF

term to satisfy the “�ery IDF e�ect” constraint, as well. �e

function δ can be computed as follows:

δ (w,q,D) = exp

(

−
d(w,q,D)

α

)

. log
1

λq
(4)

where d(w,q,D) denotes the distance function for two given terms

w and q in document D. λq is the document frequency component

for the query term q (see Equation (2)) and α is a free parameter.

Several approaches have been proposed to compute d(w,q,D), such

as average, minimum, and maximum distances. Tao and Zhai [12]

showed that using the minimum distance between the termw and

the query term q in the feedback document outperforms other

distance functions. We also use the minimum distance as follows:

d(w,q,D) = min
wi ∈ ®w & qj ∈ ®q

|wi − qj | (5)

where ®w and ®q are two vectors containing the positions of termw

and query term q in document D, respectively.

3 EXPERIMENTS

3.1 Experimental Setup

We used four standard TREC collections in our experiments: AP

(Associated Press 1988-89), Robust (TREC Robust Track 2004 collec-

tion), WT2g (TREC Web Track 2000 collection), and WT10g (TREC

Web Track 2001-2002 collection). �e �rst two are newswire col-

lections, while the next two are web collections containing more

noisy documents. �e statistics of these collections are reported in

Table 1. We considered the title of topics as queries. All documents
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Table 1: Collections statistics.

Collection TREC topics #docs doc length #qrels

AP 51-200 165k 287 15838

Robust 301-450 & 601-700 528k 254 17412

WT2g 401-450 247k 645 2279

WT10g 451-550 1692k 399 5931

were stemmed using the Porter stemmer and stopped using the

standard INQUERY stopword list. We carried out the experiments

using the Lemur toolkit2.

3.1.1 Parameter Se�ing. �e number of feedback documents,

the feedback term count, and the feedback coe�cient were set using

2-fold cross validation over the queries of each collection. We swept

the number of feedback documents between {10, 25, 50, 75, 100}, the

feedback term count between {10, 25, 50, 75, 100}, and the feedback

coe�cient between {0, 0.1, · · · , 1}. �e parameters c and α were

also selected using the same procedure from {2, 4, · · · , 10} and

{25, 50, · · · , 500}, respectively. �e parameter σ in the Gaussian

kernel is also set similarly.

3.1.2 Evaluation Metrics. To evaluate retrieval e�ectiveness, we

use mean average precision (MAP) of the top-ranked 1000 docu-

ments as the main evaluation metric. In addition, we also report the

precision of the top 10 retrieved documents (P@10). Statistically

signi�cant di�erences of average precisions are determined using

the two-tailed paired t-test computed at a 95% con�dence level.

To evaluate robustness of methods, we consider the robustness

index (RI) introduced in [4].

3.2 Results and Discussion

In this subsection, we �rst empirically show that satisfying each

of the introduced constraints improves the retrieval performance.

Our experiments also demonstrate that the Gaussian kernel that

has previously been used in the literature [5, 6, 8] is not as e�ective

as the proposed proximity weighting function, since the Gaussian

kernel does not satisfy all the constraints.

3.2.1 Analysis of the Proximity-based Constraints. We consider

two baselines: (1) the document retrieval method without feedback

(NoPRF), and (2) the original log-logistic feedback model (LL). Al-

though there are several e�ective PRF methods, since in this paper

we study the e�ect of the proposed constraints in the log-logistic

model, we do not consider other existing PRF methods.

To study the in�uence of each of the proposed constraints on

the retrieval performance, we consider three di�erent proximity

functions: (1) the quadratic function (�ad) that only satis�es the

“proximity e�ect” constraint, (2) the exponential function (Exp) that

satis�es both “proximity e�ect” and “convexity e�ect” constraints,

and (3) a modi�ed version of the exponential function (Exp*) that

satis�es all three constraints. More detail is reported Table 2.

�e results of the baselines and the aforementioned methods

are reported in Table 3. According to this table, modifying the log-

logistic method using each of the proximity functions improves the

retrieval performance, in all collections. �e MAP improvements

are statistically signi�cant in nearly all cases. �is indicates the

necessity of taking term proximity into account for the PRF task.

2h�p://lemurproject.org/

Table 2: Summary of di�erent proximity functions with re-

spect to the proximity-based constraints (x = d(w,q,D)).

Func. δ (w,q,D)
Proximity

e�ect

Convexity

e�ect

�ery IDF

e�ect

Gaus exp[−x
2

2σ 2 ] Yes Partially No

�ad −( xα )
2
+ 1 Yes No No

Exp exp[−xα ] Yes Yes No

Exp* exp[−xα ]. log N
Nq

Yes Yes Yes

�e results demonstrate that LL+Exp outperforms LL+�ad and

LL+Exp* outperforms LL+Exp, in all collections. �e improvements

in the web collections are higher than those in the newswire col-

lections. �e reason is that these two collections are web crawls

and contain more noisy documents compared to the newswire col-

lections. �e other reason is that the WT2g and WT10g documents

are much longer than the AP and Robust documents on average

(see Table 1). �e in�uence of proximity-based constraints can

be highlighted in longer documents. Besides that, in terms of RI,

LL+Exp* outperforms all the baselines in AP, WT2g and WT10g

which shows the importance and robustness of �ery IDF e�ect

and these improvements are impressive inWT2g andWT10g which

shows that this e�ect is important in noisy (web) collections.

3.2.2 Analysis of the Gaussian Kernel. In this set of experiments,

we study the Gaussian kernel for computing the proximity weight,

which has been shown to be the most e�ective proximity function

among the existing ones [5]. As reported in Table 2, employing

the Gaussian kernel for PRF satis�es the “proximity e�ect” con-

straint. �e “convexity e�ect” constraint is only satis�ed when

d(w,q,D) > σ . �erefore, it does not satisfy the “convexity e�ect”

for the candidate feedback terms that are close to the query terms.

We evaluate the Gaussian kernel by considering it as a term proxim-

ity weight function (LL+Gaus). According to the results reported in

Table 3, LL+Exp and LL+Gaus perform comparably in the newswire

collections, but LL+Exp outperforms LL+Gaus in the web collec-

tions (WT2g and WT10g). LL+Exp* also outperforms LL+Gaus

in all collections. �e improvements in the web collections are

statistically signi�cant.

3.2.3 Parameter Sensitivity. In the last set of experiments, we

study the sensitivity of the proposed method to the following hyper-

parameters: the number of feedback terms added to the query, (2)

the feedback interpolation coe�cient, and (3) the parameter α (see

Equation (4)). To do so, we sweep one of the parameters and �x the

other ones to their default values: 50 for feedback term count, 0.5 for

feedback coe�cient, and 25 for α . In these experiments, we report

the result for LL+Exp* that achieves the best performance in Table 3.

�e results are plo�ed in Figure 1, in terms of MAP. In this �gure,

the �rst plot shows that the performance of LL+Exp* is stable with

respect to the changes in the number of feedback terms, when more

than 25 terms are added to the query. In other words, 25 terms are

enough for expanding the query inmost collections. �e second plot

in Figure 1 demonstrates that the behaviour of LL+Exp* in newswire

collections is similar to each other. LL+Exp* also behaves similarly

in the web collections. Interestingly, the feedback model estimated

by LL+Exp* does not need to be interpolated with the original query
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Table 3: Performance of di�erent proximity functions applied to the log-logistic model. Superscripts 0/1/2 denote that the

MAP improvements over NoPRF/LL/LL+Gaus are statistically signi�cant. �e highest value in each column is marked in bold.

Method
AP Robust WT2g WT10g

MAP P@10 RI MAP P@10 RI MAP P@10 RI MAP P@10 RI

NoPRF 0.2642 0.4260 – 0.2490 0.4237 – 0.3033 0.4480 – 0.2080 0.3030 –

LL 0.3385 0.4622 0.15 0.2829 0.4393 0.33 0.3276 0.4820 0.36 0.2127 0.3187 0.08

LL+Gaus 0.347101 0.4695 0.19 0.292601 0.4454 0.27 0.33510 0.4920 0.38 0.239301 0.3157 0.16

LL+�ad 0.344101 0.4682 0.18 0.292001 0.4530 0.30 0.33090 0.4920 0.34 0.21950 0.3075 0.02

LL+Exp 0.346801 0.4688 0.19 0.293601 0.4442 0.28 0.3418012 0.4840 0.38 0.243501 0.3247 0.19

LL+Exp* 0.347501 0.4702 0.21 0.295001 0.4430 0.30 0.3449012 0.4820 0.47 0.2461012 0.3278 0.24
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Figure 1: Sensitivity of LL+Exp* to the number of feedback terms, the feedback coe�cient, and the parameter α .

model in the newswire collections. In the web collections (WT2g

and WT10g), giving a small weight (i.e., 0.2) to the original query

model can help to improve the retrieval performance. �e reason

could be related to the noisy nature of the web collections compared

to the newswire collections. �e last plot in Figure 1 shows that

the proposed method is not highly sensitive to the parameter α

when it is higher than 100. �e results indicate that 25 and 50

would be proper values for this parameter. �e results on the web

collections are more sensitive to this parameter. �e reason is that

the documents in the web collections are much longer than those

in the newswire collections (see Table 1).

4 CONCLUSIONS AND FUTUREWORK

In this paper, we proposed three constraints for the pseudo-relevance

feedback models, that focus on the proximity of the candidate feed-

back terms and the query terms in the feedback documents. To

show the e�ectiveness of the proposed constraints, we considered

the log-logistic model, a state-of-the-art feedback model, as a case

study. We �rst showed that the log-logistic model does not satisfy

the proximity-based constraints. We further modi�ed it based on

the proposed constraints. Our experiments on four standard TREC

newswire and web collections demonstrated the e�ectiveness of

the proposed constraints for the PRF task. �e modi�ed log-logistic

model signi�cantly outperforms the original log-logistic model, in

all collections. We also showed that the Gaussian kernel that has

been used in previous proximity-based methods does not satisfy

all the constraints. We show that the performance of the proposed

variant of the exponential kernel is superior to those obtained by

employing the Gaussian kernel. As a future direction, the other

existing PRF models could be analyzed and modi�ed based on the

introduced constraints.
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