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The ultimate aim of MultiText is to develop techniques 
to provide access by content for a significant fraction of all 
text available electronically. To this end we consider only 
algorithms and data structures that can be implemented ef- 
ficiently on cheap commodity hardware, and that can be 
scaled without performance penalty to arbitrarily large col- 
lections by the mere addition of hardware. Our objectives 
oblige us to consider in addition the issues of multiple con- 
current users, on-line update, continuous availability, and 
distributed data. 

The data model for MultiText is unique in that the col- 
lection is not divided a priori into units such as documents, 
paragraphs, sentences, or lines. Rather, the text is organized 
as a linear stream of words, and structural components like 
those named above are delimited by markup symbols [2]. 
As far as the retrieval system is concerned, markup sym- 
bols are simply words and may be used as such in a query. 
An important aspect of this data organization is that the 
system imposes no particular schema on the data - data 
with many different formats can be stored, searched, and 
retrieved within the same collection [3]. 

Queries in MultiText are satisfied by substrings or pas- 
sages within the document, rather than by documents, para- 
graphs, lines, etc., which have no particular meaning to the 
system. Specifically, the system finds the shortest passages 
that satisfy a particular query. That is, a passage is re- 
turned only if it satisfies the query and does not contain 
a shorter passage that also satisfies the query. This ap- 
proach can be considered to yield the most general solu- 
tion to the query [l]. The MultiText query language, GCL, 
expresses boolean queries as well as containment relation- 
ships (contained in, containing, not contained in, and 
not containing). For example, one could express directly 
in GCL the query: Find the titles of documents containing 
all of “Cormack”, “Clarke”“, “Palmer” and “Good” in the 
author field. 

Classical information retrieval is effected in MultiText 
using a few search terms and the ranking technique Cover 
Density Ranking [4]. The objective here is to find the doc- 
uments most likely relevant to the user’s information need 
as expressed by the search terms. To this end we order the 
documents in the following way: First, documents contain- 
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ing more of the search terms are considered more likely to be 
relevant than those containing fewer. (Documents are sim- 
ply passages delimited by markup like <dot> and </dot>.) 
Second, within documents containing the same number of 
search terms, those containing these terms within a shorter 
passage (i.e. closer t,ogether) are considered more likely to 
be relevant. This simple technique provides excellent effi- 
ciency, and very good precision and recall as measured by 
traditional information retrieval standards [5]. 

At SIGIR 99 we demonstrate the MultiText retrieval sys- 
tem using the 100 GB TREC-7 Very Large Corpus [6] loaded 
onto a pair of single-processor Pentium II - 350 workstations 
with a total purchase price of approximately $5K. 
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