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Abstract 

Natural language query formulations exhibit 
advantages over artificial language statements 
since they permit the user to approach the 
retrieval environment without prior training and 
without using intermediaries. To obtain adequate 
retrieval output, it is however necessary to 
emphasize the good terms and to deemphasize the 
bad ones. The usefulness of the terms in a 
natural language vocabulary is first characteriz- 
ed in terms of their frequency distribution over 
the documents of a collection. The construction 
of "good" natural language vocabularies is 
then described, and methods are given for 
improving the vocabulary by transforming terms 
that operate poorly for retrieval purposes into 
better ones. 

I. Natural and Artificial Retrieval Languages 

Most people would agree that if procedures 
were available for automatically analyzing the 
content of natural language texts, then natural 
language query (and document) formulations would 
generally be preferred in a retrieval environment 
over the use of artificial languages. 

The following advantages are immediately 
apparent: 

1. a user might utilize his own natural 
language formulations in submitting a 
search request and would not need to 
master any of the more or less 
compelling artificial languages; 

2. no need would arise for defining a 
generally acceptable canonical form 
to represent natural language 
statements; 

3. trained intermediaries would not be 
interposed between the user and the 
retrieval environment, and users could 
approach the search and retrieval system 
directly; 
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4. delays and errors in the query handling 
could be reduced, or entirely avoided; 

5. errors which inevitably crop up in the 
definition of any artificial retrieval 
language (such as lack of specificity 
of the terms, or excess of specificity) 
would play no role in the system; 

6. feedback searches in which the user 
interacts with the system during the 
retrieval operations would be easier to 
implement. 

The use of natural language query or docu- 
ment formulations for information retrieval is 
however predicated on the availability of 
language processing methods which can extract 
adequate content indicators from natural language 
statements. Furthermore these methods should be 
applicable to substantial bodies of data, since 
restrictions to limited environments (such as 
geometric constructs, baseball scores, or airline 
timetables) are not realistic. 

Fortunately, the content analysis problem 
is not as impenetrable in a retrieval environment, 
as it would be, for example, in language trans- 
lation, since the main task consists in recogniz- 
ing the subject matter, while bypassing the more 
complicated text evaluation problems designed to 
determine the truth, or falsity, or value of the 
various statements. In particular, some of the 
hardest semantic problems arising in the analysis 
of natural languages, including an exhaustive 
recognition of synonyms, and a complete disambig- 
uation of terms and phrases might be dispensed 
with in most circumstances. 

An approach to the construction of effective 
natural language vocabularies is outlined in the 
next few paragraphs. 

II. The Specification of Term Importance 

All systems for automatic natural language 
analysis are based on an initial selection of 
"good" terms representative of information 
content. Various theories have been proposed for 
the identification of important natural language 
terms. The first, and best known of these is 
due to Luhn, and assumes that the value, or 
weight of a term assigned to a document or query 
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is proportional to the term frequency (TF), that 
is, to the number of times a term occurs in the 
text of a document, or document excerpt. [1] 
The Luhn theory reflects the fact that the use 
of high frequency terms is often essential for 
the specification of document content and for 
the retrieval of relevant information. 

Unfortunately, the term frequency weighting 
does not always perform as expected. In 
particular, when few high frequency index terms 
are present in a given collection, or when the 
high frequency terms are evenly distributed 
across the documents --for example, when a 
given term occurs k times in each document -- 
the upweighting of the high frequency terms will 
be of no avail. An alternative theory, proposed 
by Sparck Jones can then be used, which is based 
on the document frequency (DF) of a term, that 
is, on the number of documents in a collection 
in which a given term occurs. Specifically, 
it is suggested that terms with low document 
frequency are more important for retrieval pur- 
poses than those with high document frequency, 
because their comparative rarity will enhance 
their importance in query-document matching. If 
F i is the document frequency of term i, then 
the inverse document frequency (IDF) weight Ji 
of term i is defined as 

Ji : f(N) - f(F i) + I, 

where N is the total number of documents in the 
collection and f(x) =rlog2(x)1 . [2] 

When term frequency or inverse document 
frequency weights are used in a retrieval 
environment to distinguish good index terms from 
poor ones, it is found that they do not operate 
uniformly well across a number of different 
document collections. [3] The problem seems to 
be two-fold: 

i) When term frequency weighting is used, 
it is likely that high weights will be 
assigned to high-frequency terms that 
have even frequency distributions 
across the documents of a collection-- 
that is, they occur with approximately 
equal frequency in most of the documents; 
such terms are not useful in retrieval, 
since they cannot be used to distinguish 
the documents from each other. 

2) When inverse document frequency weights 
are used, the highest weights will be 
assigned to those terms with the 
lowest document frequency, that is, 
DF = I. Many of these terms will have 
a total frequency equal to I, that is 
they occur only once in a single 
document. Such terms will account for 
very few matches between query and 
document terms, and will therefore not 
be very useful in a retrieval environ- 
ment. 

The foregoing seems to suggest that global 
frequency characteristics, incorporated in the 
TF or IDF weighting systems are too coarse, and 
should be replaced by frequency distribution 

characteristics which take into account the 
distribution of the term frequencies across the 
documents of a collection. Specifically, the 
following conjectures may be made concerning the 
importance and value for retrieval purposes of 
various types of index terms: 

I) Terms with a skewed frequency distribu- 
tion (which occur frequently in some 
documents, and rarely, or not at all, in 
some others) are preferred over terms 
with even (flat) distributions, since 
the latter are not useful in discrimin- 
ating among the documents. 

2) Terms with medium total frequency are 
preferred over terms with either very 
high, or very low total frequency, since 
very high frequency terms are likely to 
occur in all documents (even when they 
have fairly skewed frequency distribu- 
tions), while very low frequency terms 
account for too few query-document 
term matches to be of importance. 

The term discrimination model previously 
introduced ranks the documents in accordance 
with these criteria [4,5]: 

a) medium frequency terms with skewed 
distributions; 

b) low frequency terms with skewed 
distributions; 

c) high frequency terms with skewed 
distributions; 

d) terms with even (flat) distributions. 

Specifically, the discrimination value DV k of 
term k may be defined as Qk - Q, where Q is 
the average pairwise document similarity for all 
document pairs in a collection, and Qk is the 
same function computed after removing term k 
as an index term from all documents to which it 
is assigned. Obviously, if term k is a good 
discriminator, that is, if its presence helps in 
distinguishing one document from another, 
removing it as an index term will render the 
documents more similar to each other (because 
assigning it, will render the documents less 
similar) thus Qk > Q" The reverse obtains when 
term k is a poor discriminator. 

Fig. i is an illustration using five 
documents each denoted by an x. The distance 
between two x's is inversely related to the 
similarity between them, that is, the closer 
two x's in the Figure, the more similar are their 
content indicators. Assigning a good discrimina- 
tor (or removing a poor discriminator from the 
content description) will render the documents 
less similar to each other; hence the inter- 
document similarity will decrease as shown in the 
Figure. Fig. 2 summarizes the computation of the 
term discrimination values for a given document 
collection. 

The ten best discriminators obtained for a 
collection of 425 articles in world affairs from 
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the 1963 issues of Time magazine are shown in 
Table 1. The ten worst discriminators are 
similarly shown in Table 2. For each term, the 
document and total frequencies are shown together 
with the corresponding frequency distribution, 
the discrimination value (that is, the amount by 
which the interdocument similarity is increased, 
or decreased, when removing the given term), and 
the rank of the term in discrimination value 
order. The following data are immediately 
obtainable from Tables 1 and 2: 

a) the good discriminators have a average 
document frequency of about 20 (about 5% 
of the total number of documents), an 
average total frequency of 130 (30% of 
the number of documents) and there are 
approximately as many term occurrences 
of very low frequency 1-3 as there are 
of frequency greater than 3; 

b) the poor discriminators, ranked 7560 to 
7569 out of a total of 7569 terms, have 
an average document frequency of about 
150 (about 45% of total number of 
documents), an average total frequency 
of 480 (about 115% of the number of 
documents), and there are 5 times as 
many low frequency term occurrences of 
1-3 as there are of frequency greater 
than 3. 

x Original Documents 

Q Documents Following Assignment of 
Discriminator (or Removal of 
Nondiscriminator) 

Illustration of Term Discrimination Model 

Fig. 1 

Obviously the poor discriminators have 
higher document and total frequencies than the 

good ones ~each of them occur in almost half 
the documents of the collectlon --and the f~req- 
uency distribution is in each case much flatter, 
most of the term occurrences being of frequency 
I, 2, or 3. This suggests that bad terms might be 
transformed into good ones by reducing the corres- 
pondinB document frequencies and producing skewed 
frequency distributions. A procedure fom this 
purpose is outlined in the next section. 

Consider all documents D. 
i 

o f  a c o l l e c t i o n  o f  N d o c u m e n t s  

For all pairs Di, Dj compute 

S(Di, Dj), an index of similarity 

between the pair Di,D j 

Compute the average pairwise 

document similarity Q over 

the N(N-1)/2 different pairs 

For all terms k, compute the 

average pairwise document 

similarity Qk using the original 

document vectors with term k removed 

The discrimination value of term 

k is defined as (Qk-Q) and 

assigned as a weight to term k 

Computation of Term Discrimination Values 

Fig. 2 

III. The Construction of Effective Vocabularies 

It is seen in Table 2 that the nondiscrim- 
inators occur in many of the documents of a 
collection. It is then very likely that each 
document will contain several such nondiscrimina- 
tors, and that many documents can be found that 
are jointly assigned a given group of nondiscrim- 
inators. The frequency of occurrence of the non- 
discriminators may then be reduced by replacing 
each group of nondiscriminators by a single term 
which will then necessarily exhibit a much lower 
document frequency. 

Specifically, the following process is 
suggested [6]: 

a) the set of nondiscriminators for a given 
collection (with negative discrimination 
values) is clustered using one of the 
standard term clustering methods [5]; 

b) for each cluster of n nondiscriminators 
T, n+l new terms T 1 are defined; term 

Tln+l is assigned to all documents 
originally containing all n terms T 
in the cluster; for each Ti, a new Til is 
assigned to all documents originally 
containing T i but not containing the 
complete cluster. 

The procedure is described in Fig. 3, and an 
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Term 

BUDDHIST 
DIEM 
LAO 
ARAB 
VIET 
HURD 

WILSON 
BAATH 
PARK 
NENNI 

Doc. 
Freq. 

20 
23 
14 
39 
41 
5 

16 
14 
27 
i0 

Total 
Freq. 

160 
183 
92 

242 
267 
37 
78 

I17 
68 
61 

Number of Documents in which Term 
Occurs with Frequency i 

1-3 4-6 7-9 10-30 30+ 

9 2 4 3 2 
9 4 4 5 1 
7 1 2 4 0 

25 3 5 5 1 
14 13 6 8 0 
4 0 0 0 1 
9 4 0 3 0 
4 4 3 2 1 

21 4 1 2 0 
5 1 1 3 0 

Disc. 
Value 

.24746 

.15565 

.13799 

.12827 

.11975 

.11902 

.11597 

.10874 

.10284 

.10156 

Rank 

1 
2 
3 
4 
5 
6 
7 
8 
9 

I0 

Frequency Characteristics of Good Discriminators 

(425 articles in world affairs from Time) 

Table 1 

Term 

WORK 
LEAD 
RED 

MINISTER 
NATION ' S 

PARTY 
COMMUNE 

US 
GOVERN 
NEW 

Doc. Total 
Freq. Freq. 

151 300 
172 339 
139 382 
170 385 
201 441 
170 471 
189 508 
174 656 
242 677 
271 626 

Number of Documents in which Term 
Occurs with Frequency i 

1-3 4-6 7-9 10-30 

138 9 1 3 
152 16 2 2 
108 21 6 4 
141 20 5 4 
172 24 1 4 
129 27 9 5 
148 30 6 4 
120 26 13 -14 
192 29 10 11 
228 31 8 4 

Disc. 
30+ Value 

0 .33463 
0 .42653 
0 - .47833 
0 - .56391 
0 - 73965 
0 - 94874 
0 - 98446 
1 -1 13368 
0 -1 82873 
0 -1 86213 

Rank 

7560 
7561 
7562 
7563 
7564 
7565 
7566 
7567 
7568 
7569 

Frequency Characteristics of Poor Discriminators 

(425 articles in world affairs from Time) 

Table 2 

illustration is given in Fig. 4 for a term cluster 

of three terms T1, T2, and T 3. 

It is seen in Fig. 4 that the complete cluster 
~T was originally assigned to documentsQ,@, 
@and O. Each of these items is now assigned 
a single new term T41 , replacing the three 
original terms. The other terms Til are defined 
from T. by assigning them to the documents orig- 
. l . 

±nally contalning Ti-NT. In the illustration, 
the average document frequency of seven is 
reduced to three. (An alternative strategy in 
which a new term is defined from all possible 
intersections of old terms; that is, T 1 alone, 

T 2 alone, T 3 alone, TINT2, Ti~T3, T2NT3, etc., 
as not useful because too many new terms are 
then defined each of which exhibits a very low 
occurrence frequency). 

The foregoing strategy for the modification 
and redefinition of nondiscriminators was used 
experimentally with document collections in 

medicine (MEDLARS) and aerodynamics (CRANFIELD). 
In the former case, 160 nondiscriminators were 
clustered into seven groups of about 20 terms 
each, whereas for the aerodynamics collection, 
the 73 nondiscriminators were separated into five 
classes of about 15 terms each. The recall- 
precision output is presented in Fig. 5, averaged 
over 29 and 155 user queries, respectively.* 

A standard word stem vocabulary in which word 
stems extracted from document abstracts are used 
as index terms is compared with the discriminator 
model. Two term discrimination strategies are 
used: in the first case, the nondiscriminators 

*Recall and precision are well-known parameters to 
evaluate retrieval effectiveness. The curves 
closest to the upper righthand corner, where 
recall and precision are maximized represent the 
best performance. 
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Compute the term discrimination values DV. 
1 

Choose the set of nondiscriminators (e.g. 

the term with negative discrimination value) 

~/. 
Cluster the nondiscriminators into groups 

! . . . . . . . . . . . .  

For  e a c h  g r o u p  o f  n n o n d i s c r i m i n a t o r s  

define n+l new terms T 1 

£. 
Term T 1 is assigned to those documents 

n+l 
to which all n original terms T 

(~T) were assigned 

For each term T. in the cluster, the new z 

term T. 1 i s  a s s i g n e d  t o  a l l  d o c u m e n t s  
1 

o r i g i n a l l y  c o n t a i n i n g  T. b u t  n o t  t h e  
1 

c o m p l e t e  c l u s t e r  ( t h a t  i s  T . -AT)  
1 

Transformation of Nondiscriminators 

Fig. 3 

are simply deleted from the vocabulary; this 
produces a significant improvement for the 
medical collection (Fig. 5(a)), but does not 
affect the aerodynamics vocabulary where the 
number of nondiscriminators is fairly small. 
In the second strategy, the nondiscriminators 
are clustered, and new terms with better 
frequency characteristics are created, as 
explained previously. It is seen that the 
latter strategy produces an improvement exceed- 
ing twenty percent in precision at most recall 
points for the two collections. 

It is too early to specify in detail the 
frequency characteristics of an optimum 
vocabulary for each given subject area and user 
environment. Questions also arise about the 
stability of the term characteristics in a 
dynamic situation when many new documents are 
added, and old ones are deleted. 

In a relatively static collection environ- 
ment, however, it appears that effective auto- 
matic term grouping methods can be found to 
improve the natural language vocabularies used 
for indexing purposes. These methods are not 
only cheaper than the classical language 
analysis procedures based on syntax and seman- 
tics, but in a document retrieval application, 
they are also much more effective. 

® 
TERM T 3 

® 
TERM T 1 

@ 
® 

® 

® 

TERM T 2 

: DOCUMENT i 

TERM cLUSTER {T i, T 2, T 3} ;nT 

OLD TERM ASSIGNMENT (HIGH FREQUENCY) 

T 1 : © @ ® ® ® @ @  
T 2 : @ ® ® @ ® @ @  
T 3 : © ® ® ® ® ©  @ 

NEW TERM ASSIGNMENT (MEDIUM FREQUENCY) 

T2; © ®  @ ® (ORiGINAllY ASSIGNEDnT) 

Tl l  : @ @ @  (ASSIGNED T1. BUT NOTI'~T) 

T2i; ®@ @ (ASSIGNED T 2 BUT NOT nT) 

%1: @ @  Q (ASSZGNED T 3 BUT NOTnT~ 

Reassignment of Terms 

Fig. 4 
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x/x 
°/° 

STANDARD WORD STEM MATCH 

WORD STEM WITH NONDISCRIMINATORS DELETED 

WORD STEM WITH NONDISCRIMINATORS CLUSTERED AND REDEFINED 

• PRECISION 
c 

o~" 

.~- 

I | , | , ~ ~ RECALL 
..z . ~  .~: . r  / .o  

a) MEDLARS COLLECTION 
(450 documents, 29 queries) 

PRECISION 

.f  

4 ¸ 

,2 '  

Fig. 5 

RE-I 
CALL j x 

I 

0.1 •6415 

t 0.3 .4514 

I o s 3 2 5 2  

0 . 7  , 2 0 5 9  

0 . 9  , 1 2 3 9  

PRECISION 
x o ~o A- A 

.6163 .6464 

.4413 .4915 

.3369 .4449 

.2105 .2469 

.1145 .2102 

; ) | I I "~- RECALL 

b) CRANFIELD COLLECTION 
(424 documents, 155 queries) 

Recall-Precision Output for Modified Indexing Vocabulary 

(adapted from [6]) 

[5] 
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QUESTIONS 

Robert Brown: 

In your automatic procedures, you might combine "red work". This seems on viewing your list of 
undesirable terms a possibility. Yet nobody is going to ask for documents about "red work". 

Salton: 

If these two terms happen to co-occur in a high number of documents and queries, then they might be 
placed together. If you say they are not good terms or a good phrase, then presumably the users will 
not use them. I am not interested in designing indexing vocabularies and then examining them to ask 
do they make sense. That procedure doesn't make sense to me at all. Human beings are very poor 
judges as to what is a good term and what is a bad term. I am interested in things that work in practice 
and result in good information retrieval. If the term "red work" is not a good term, then it will not 
be used in query formulation. So what is the difference? But I can show you improvements on the order 
of 20-30% from using the phrasing procedure. 

William B. MalthOuse: 

Along the same line, when you are forming these phrases, do you form word order adjacency information; 
"Programming Languages" is an example of a phrase, but is your system just as likely to have made 
"Languages Programming" as a phrase? 

Salton: 

We have not introduced any constraints with respect to positioning. We are using simply an automatic 
clustering procedure to form the phrases, and clustering simply means that the terms co-occur with a 
given frequency. I simply know that the terms we break apart to form phrases are bad terms, and the 
phrase more likely than not is better than before. It is conceivable that you can improve the perfor- 
mance by restricting the phrase to the terms that occur in the right word order or to those which are 
syntactically related. But to write a syntactic analyzer costs you a great deal. 

Tom Kibler: 

It seems llke the notion of meaningfulness should enter. For example if you have an article on archery 
in which "apple" occurs 25 times and "archery" occurs none at all, then "apple" is a good numerical sep- 
arator for this article. However, it will never come up that "apple" is quite the right search word 
for that article. How do we get this jump into picking up articles that really do not contain the 
proper search word? 

Salton: 

This is one of those questions one gets all the time. And it is a question that is offered from 
the perspective of perfection. You argue that if that situation occurs then you do not get what you 
expect. And I agree entirely that you probably would not. But you see that they are many documents 
that are not retrievable. Typically we operate at a recall value of sixty percent meaning that we 
retrieve approximately 60% of that which we want to retrieve. Obvlously we are never going to 
achieve perfection, but we do have evidence to suggest that with automatic procedures we do achieve 
a better performance than with systems using manual techniques. And on the average we do a lot better, 
for example 30% better, than MEDLARS. 
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Tom Kibler: 

But it seems that you are retrieving a particular document. You are retrieving an empirical 
document, that is a document about a subject. With a theoretical document often the subject is not 
mentioned in the paper. And in fact, these documents often talk about a subject without even naming 

a subject specifically. 

Salton: 

It is conceivable to me that you might Be right, but I see no evidence to support your view. 

R±chard Shrager: 

In combining terms for example "programming" and "language", do you also include the information 
that these terms occur separately? If you do not, I am thinking you might be running the risk of throwing 
away documents that contain information on some subjects such as "programs that interpret languages", 

"programs tl%at translate languages", etc. 

Salton: 

That is a good point. We can do either. We can add the phrases or replace phrases. We find that 
it works better if we do not remove any terms. The fact is that when you remove high frequency terms 
you often lose in recall, and when you remove low frequency terms, you often lose in precision. Our 
experience indicates that on the average you are better off to add phrases to the original. 

Robert A. Gaskill: 

It seems that you could make a good case for the high frequency terms by using them as negative 

dlscrlm~nators. Have you looked into this poss~bilty~ 

Salton: 

I take it that you are suggesting that we use the discrimination value as a weight. And the high 

frequency terms will have negative discrimination values, as they will in fact. 

RObert A. Gaskill: 

No, what I mean is that you want all documents that meet some criteria and do not have an occurrence 

of thls term. 

Salton: 

No, that we do not do. We use a vector matching rather than a Boolean term matching. We do use the 
discrimination value as a weight~ and those terms who have high frequency and negative discrimination 

value can cause an effect somewhat similar to what you describe. 
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DISCUSSION SESSION 

Edward McCreisht: 

Is it known whether terms that belong together logically, in some sense, actually appear together 
contiguously? I ask this because a new algorithm has appeared that has a phenomenal performance on 
contiguous items. 

Salton: 

I do not have any data that gives an indication of how often terms that "belong together" appear 
contiguously. My own opinion is that you cannot make a very good case for that phenomenon. In our 
syntactic analysis work a few years ago we found that for every good case that we uncovered (where 
the terms were syntactically related), we found several bad cases. In general, the problem was that 
the syntax analyzer would not cause the assignment of the phrase to be made when aetually it should. 
This does not mean that your conjecture is wrong; I simply do not know of any substantiating data. In 
general, the syntactic approach based on word ordering or proximity, seems to do well for increasing 
precision, but the recall performance suffers. 

Edward McCreight: 

The algorithm to which I refer is Wiener's substring matching algorithm, i.e., Peter Wiener, formerly 
of Yale University and now at the Rand Corp. 

Salton: 

One of the problems with Wiener's algorithm is that not only must you have the correct substring 
to cause a match but the precise ordering must also be given. 

Leo Bellew: 

In your presentation, you talk about terms and seem to ignore the concept of relations, but then 
you seem to bring it back with the idea of thesaurus and clustering. Then you say, "Well, that didn't 
work because the matching with the queries didn't work out well." Can you tell us how you have 
resolved this problem? 

Salton: 

What we do is to cluster the high frequency nondiscriminators automatically; we then restrict the 
terms that appear in the cluster to those that also appear in the set of queries. You see we are 
starting both with a document set and with a query set. Our latest algorithm works quite simple 
mindedly. We rank the nondiscriminators in ascending order in terms of discrimination value. We then 
take this set of nondiscriminators, appearing in the query set, and divide them into sets of triples, 
i.e., the first three, the second three, etc. We then assign the triples which we call Ti23 and T456 
etc.~ to each document where they occur. We then divide each triple into its three pairs, i.e., 
Ti23 produces Ti2 , T23 , and Ti3. We can then work an assignment process which allows us to assign 
singles, pairs, and triples; or we can assign pairs, pairs and triples, ignoring the single terms that 
cause the production of these. Our experience is by clustering nondiscriminators in this manner, 
the pairs and triple combination gives us a good performance. We also do a similar process with the 
high frequency terms (the good terms). But with the good discriminators we use an SPT system, i.e., we 
use singles, pairs and triples. Consequently, we use a combined system with the SPT for the good 
discriminators and the PT for the bad discriminators. 
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Patrick Mitchell: 

When the system encounters a query with a large number of terms, is it going to have to take all 
combinations of those terms in all orders in order to test it against your term dictionary. 

Salton: 

No, not at all. We use a numeric encodement of terms so that the document is indexed by a series 
of numerical values (integers) so that the pairs and triples are combinations of numeric values. A 
palr becomes another numeric value, and likewise a triple is another separate numeric value also. 

John T. DoCkerT: 

To get an idea of how fast this runs, let me postulate a particular situation. If you were to 
select from an incoming message stream describing a constantly changing situation, could you construct 
a daily file structure based on a sampling of those messages? 

Salton: 

That is a very good question, and I wish I knew if we could. Currently, I just do not. To give 
you some idea of how our system works, we begin with a sample set of documents and a sample set of 
queries. We use those to construct our indexing vocabulary. We then use another part of essentially 
the same collection as the testing sample. We are operating in a University environment with small 
document collections, and the amount of computation to do what I have described is very little. I would 
suspect that we can do what you suggested, but I do not dare say that we can for a given cost. 

Richard L. Guertin: 

You stated in your presentation that you do not use logical operations. What about systems that 
de use logical operations. What about systems that do use logical operations and index only individual 
words or simple terms. In soma cases these logical operations are implicit and either defined by the 
system itself or by the data base. Aren't those systems as good or better since they do not have to 
store duplicate information? It seems that your data base could grow quite large with redundant 
information. 

s,iton: 

What I said is that Me do not form Boolean queries. This is because once the Boolean expression 
is defined, then the system must assume that you want all documents that correspGnd to or satisfy 
that exact expression. We do a vector match of the composite terms for the set of given documents and 
then rank order the documents in terms of their match against the query. Our output consists then of a 
ranked llst of documents in terms of their similarity to a query. This allows you to choose a 
threshold above which you will take all documents having this particular correlation value. 

Richard L. Guertin: 

Typical systems which index on every word of the title double or triple the size of the data base. 

Salton: 

Would you explain what you mean by double or triple the size of the data base. 

Richard L. Guertin: 

You add one record to the data base and the index increases proportionately either by a factor 
of one or two. 

Salton: 

When you say increase the size of the data base, then you actually mean the index? 

Richard L. Guertin: Yes, So what is the rate of increase in the size of the index? 

Salton: 

I really cannot tell you. I could give you an idea, perhaps, by using the Time collection as an 
example. There are 7,500 single terms in the Time collection. The number of negative discriminators is 
of the order of 250. The number of terms with medium frequency having high discrimination value is of 
the order of 500. All the rest, namely 6,750 terms, are low-frequency terms that really make little 
difference whether you use them or not. We apply our procedures to the 250 negative discriminators and 
perhaps the top 250 of the high positive discriminators, and so the resulting increase in the number of 
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terms is not all that great. One thing I should have mentioned in the presentation was that if you're 
interested in the boundaries between the good and poor discriminators, then this is mathematically 
defined in the work of Clement Yu and is contained in a Cornell technical report. This boundary 
separation, I will warn you, involves some rather heavy mathematics. 

William Malthouse: 

I noticed that your simple-minded clustering seems to work fairly well; have you also experimented 
with allowing the overlap, for example, T234 as defining the triple? 

Salton: 

At the moment this is what we are doing but we do not claim that it is optimal. It is quite 
conceivable that we could do better. 

Bea Marron: 

A simple question, the 7,500 index terms from the Time collection represented how many documents? 

Salton: That was 425 full-text Lime magazine articles. 

Richard S. Marcus: 

Intuitively, it seems that your low-frequency terms provide the greatest discrimination when they 
are used by the user. Is your reason for clustering them based on cost or efficiency rather than 
treating them as such? 

Salton: 

I agree with your premise. The discrimination model categorizes them as bad terms because their 
values are close to zero, which is to say if one looks at the document space, the inclusion of these 
terms has little effect. One neither causes a contraction nor a separation of the existing members of 
the document space. So that even if the user uses such a term, it will match so few documents in the 
collection as to cause very little effect. Nevertheless, I think to delete those terms would cause a 
significant loss in precision. So that rather than delete them we group them, because as you say when 
they are used they may be exerting an effect on precision. 

Richard E. Nance: 

I think that what may be bothering Richard Marcus is that recall/precision is a measure if you're 
interested in generic retrieval. 

,J 

Salton: What do you mean by generic retrieval? 

Richard E. Nance: 

I mean when you're not trying to perform a specific search for a given document. But for the user 
who is interested in a specific search, maintaining these near zero discrimination terms might be 
beneficial. I agree with you, however, that for a generic search, it is probably not cost effective. 

Salton: 

If you're interested in high precision, then I would say you do nothing to those low-frequency terms 
and you restrict yourself to the right to left transformation. So, this is quite right. Remember, our 
measures of recall/precision are averaged over several queries, and they represent what the result will 
be for the "average user". Our combination of the two transformations is based on the premise that you 
want best average performance for the average user. 

Blanton C. Duncan: 

I apologize for not reading your paper; therefore, I have to ask this question. You have the full 
text of the section of Time magazine from 1963, and there is a section which mentions MEDLARS. Now what 
is the text on which that MEDLARS comparison is based? 

Salton: 

The text on which the MEDLARS comparison is based is largely an abstract of a MEDLARS document. You 
see, we do natural language analysis, so that we need more than titles. One of our people went down to 
the National Library of Medicine and we copied the first page of each document, and if there was an 
abstract we used it as our basis; if not, we used the first paragraph. We generally use abstract-length 
excerpts unless the full text is not exceedingly long. 
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Martin Dillon: 

To what extent are SMART-type techniques making their way into operational document retrieval 
systems? 

Salton: 

Please do not call this SMART, because the people who funded us say that they have funded us long 
enough for SMART. If you ask, "What is the actual impact of these techniques in large operational 
retrieval systems?", then the answer is "They are fairly limited." Not even basic automatic indexing 
techniques are really Being used. Still, there are bits and pieces that have been used in various 
places. For example, at Rome Air Development Center the Air Force is using a system which is a SMART- 
type system. At EURATOM, they are using our relevance feedback techniques. Numerous small companies 
have implemented systems that resemble SMART and use those techniques. However, if you look at the 
very large systems, such as RECON, then the impact has not been to a great extent. One of the serious 
drawbacks to the advance and the use of automatic techniques is the difficulty in data entry. 

A. A. Brooks: Do you preserve word order in the formation of pairs? 

Salton: No. 

A. A. Brooks: 

What type of query is this? Is this a one-shot query or feed-back improved query? And would you 
expect a significant difference in performance if feedback were allowed in the query formulation? 

Salton: 

Our work is done with the query that is a single statement, perhaps in English, and does not 
utilize feedback. However, we do use relevance feedback techniques in reformulating the query. 

William Malthouse: 

I notice that in your slides the performance improvement seems to be a linear shift of basically 
a linear relation. It seems to me that you would be wanting more of a shape change to produce a convex 
curve. 

Salton: 

I have no idea what kind of shift it is because that is not the way we view it. Our particular 
view is that, given an identical recall value for two techniques, then if one gives a precision of .3 

and the other a precision of .5, we have had an improvement of .2 in the precision of one technique 
over another. 

William Malthouse: 

What I was saying is for the high recall user. 
precision at high recall is the same. 

Salton: I don't think that is the case. 

You were saying that the percentage improvement in 

John T. Dockery: 

In your 1968 text, you described multiple strategies for retrieval, and did you not have recall/ 
precision curves that actually change shape based on multiple passes? 

Salton: Yes, by multiple pass you mean feedback in query formulation? 

John T$ Dockery: 

Correct, and what is shown here seems to be based on a single query statement. 

Salton: Yes, for the first couple of feedback steps we got considerable improvement. 

Nagib Badre: 

You mentioned that syntactic and semantic analysis may not buy you that much when you're interested 
in high recall. I may not be familiar with the literature, but are there any comparison studies showing 
that result both for high recall and for high precision situations? Have you made any such studies or 
do you know of any? 
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Salton: 

Are you asking if anyone claims that syntactic analysis is good for certain purposes, such as 

high precision? 

Na~ib Badre: 

You say that it does not buy you much, and I am wondering if there are any specific studies that 
support that? 

Salton: 

There have been specific studies by us and others that, taking an evaluation view point of improve- 
ments for the average user, show the syntactic approach to give a lower performance value. This does 
not mean that if you took the attitude of being interested in only high precision, that is, having 
a very low recall value but having all documents retrieved being highly relevant, that syntax would not 
prove useful and actually improve performance. And there is a whole set of people who claim that 
syntax is necessary because of the ambiguity of the natural language, but those statements are largely 
sentiment rather than fact. 

Nagi > Badre: There have been actual studies to this effect? 

Salton: 

I do not know of any system where a syntax analyzer~has been used and improvement has been obtained; 
however, note that the syntax analyzers that can be incorporated into a computational system are 
simple in natures generally Chomsky type 2, context-free analysis. It is conceivable to me that a day 
will come when syntax analyzers with sufficient accuracy and ease of use will be made available. Then 
it is possible that for high precision users improvement will be obtained. You still will not get 
improvement if you take the view of the average user. 

Robert Brown: 

What do you do when you make your right to left translation, for example, to make sure that the 
resulting phrases make any sense with respect to a natural language query? 

Salton: I don't know what you mean by "do they make any sense"? 
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