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A b s t r a c t  

Information retrieval components are currently incorporated in several 
types of information systems, including bibliographic retrieval systems, data 
base management systems and question-answering systems. Some of the problems 
arising in the real-time environment in which these systems operate are 
briefly discussed. Certain recent advances in information retrieval research 
are then mentioned, including the formulation of new probabilistic retrieval 
models, and the development of automatic document analysis and Boolean query 
processing techniques. 

1 .  T y p e s  o f  I n f o r n a t i o n  S y s t e n s  

It is customary to distinguish three main types of information systems, 
known as data base management systems, bibliographic reference retrieval sys- 
tems, and question-answering systems, respectively. On the surface the prob- 
lems which arise in these three areas are very much the same, in the sense 
that in each ease stored information files are processed in response to 
queries submitted by a population of users, and that answers are generated to 
these queries. In practice, the workers in these three areas belong to dis- 
tinct communities and the problems they have chosen to work with are dif- 
ferent. 

Data base ~J~j~JW2~£ is concerned with the processing of structured data 
files normally represented by two-dimensional tables and by relationship indi- 
cations between different tables. Each row of such a table may be used to 
represent a record included in the file, each column identifies some attribute 
whose values are then used to distinguish the records from each other. Since 
the mathematical notion of an n-ary relation between sets is precisely 
equivalent to the collection of rows of a table, each consisting of the values 
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of n particular attributes, the mathematical theory of relations can be 
applied to the manipulations of files in data base management; the correspond- 
ing equivalences has been used with great effect in recent research in the 
data base field. 

The problems of particular interest to researchers in data base manage- 
ment deal with the efficient processing of structured data represented by 
tables [1,2]. A typical list of data base management problems appears in 
Table I. 

a) 

b) 

c) 

d) 

e) 

f) 

g) 

retrieval of specific data from a set of structured tables; 

high-level descriptions and models of the structured data files 
and of their relationships; 

high-level descriptions of processes designed to manipulate the 
structured data; 

high-level descriptions of languages designed to formulate data 
base queries; 

formulation of particular constraints between individual ele- 
ments stored in structured files--for example, the fact that 
each person in an employee file has a particular age specified 
by a number between 15 and 65; 

implementation of concurrent operations on structured data to 
simulate the situation where different users desire to obtain 
access to files simultaneously; 

implementation of operations on distributed files where the 
individual components of a data base management system are 
stored in different locations possibly attached to different 
computers. 

Typical Problems of Interest in Data Base Management 

Table 1 

The main distinction to be drawn between ~ ~  and data 
base management is that in bibliographic retrieval the aim is to retrieve 
bibliographic references, that is, citations to bibliographic items, rather 
than actual data. This implies that for retrieval purposes it is not gen- 
erally necessary to access the individual components of a given stored item, 
but only the general citation. However, in order to identify a particular 
citation it becomes necessary to specify the information content of the items. 
In data base management, the content analysis problem is by-passed by using a 
set of prespecified attributes such as age, name, or address for each record. 
However, the content analysis problem takes on major importance in biblio- 
graphic text processing. 
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Since many bibliographic retrieval files include hundreds of thousands, 
or even millions of items, a great deal of work in reference retrieval is 
devoted to the construction of index structures designed to provide rapid 
access to the individual items responding to particular search specification. 
A number of problems of current interest in bibliographic information 
retrieval are listed in Table 2. [3,4] 

a) 

b) 

c) 

d) 

e) 

automatic indexing techniques designed to extract effective con- 
tent identifiers from natural language texts; 

automatic language normalization techniques designed to broaden 
the indexing vocabulary by means of thesauruses, or to narrow 
the vocabulary by phrase assignments; 

automatic classification methods capable of assigning the items 
to affinity classes of similar items; 

search methodologies designed to retrieve particular classes of 
items in response to incoming requests, including fast text 
scanning methods, searches using auxiliary indexes, and 
clustered searches which proceed through a hierarchial arrange- 
ment of record clusters; 

automatic query formulation methods capable of generating useful 
arrangements of query terms, possibly interconnected by Boolean 
operators, and capable of retrieving relevant items and reject- 
ing nonrelevant ones. 

Typical Problems of Interest in Bibliographic Reference Retrieval 

Table 2 

Data base management systems manipulate simple files represented by two- 
dimensional tables; reference retrieval systems, on the other hand, process 
unstructured text files. For this reason it becomes necessary in biblio- 
graphic information retrieval to deal with automatic language processing 
methods. This is true to an even greater degree in automatic ~tfi~=i~R- 

where the aim is to furnish direct answers to user queries often 
submitted in natural language formulations. In this sense, question-answering 
systems constitute a bridge between data base management and bibliographic 
retrieval, since actual data must be retrieved as in data base management, 
while operating in a natural language environment as in bibliographic 
retrieval. 

In reference retrieval it is often sufficient to characterize each 
bibliographic item by using a few content terms reflecting the main subject 
areas of interest. In question-answering information queries dealing with 
very particular facts may have to be answered directly. In these cir- 
cumstances it becomes necessary to use a much more detailed language analysis 
system. Some problem areas of interest in question-answering are listed in 
Table 3. [5-73 
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a) 

b) 

c) 

d) 

e) 

the analysis of information requests using syntactic, semantic, 
and inferencing techniques to determine content and focus of a 
query; 

the construction of knowledge-bases designed to store the facts 
of interest in a given subject area; 

the storage of the general world knowledge which is assumed in a 
given question-answering situation--for example, the fact that 
pigs are large and writing pens are small compared to pig pens; 

the generation of new facts derivable from other facts already 
known, and the processing of imperfectly specified information; 

the search through complex information file storing heterogene- 
ous items with multiple relationships between items. 

Typical Problems of Interest in Automatic Question-Answering 

Table 3 

Because the question-answering problems are difficult to solve, operating 
question-answering systems have been implemented only in microworlds with rest 
tricted subject areas, and simplified language processing rules. Moreover, 
the methods used to handle the analysis in one subject area have not normally 
been extendable to other larger areas. In the recent past, attempts have been 
made to devise memory structures of some generality and to implement generally 
usable processing techniques. [6,7] There has also been some progress in 
relating bibliographic retrieval more closely with question-answering, notably 
in the work on ~ ~ ,  where direct answers to questions are 
obtainable by retrieving certain passages (sentences) of texts rather than 
complete texts as in reference retrieval. [8-10] 

2 .  Some  P r o b l e m s  i n  I n f o r m a t i o n  | e t v o r k  P r o c e s s i n g  

It was noted in the previous section that the various types of informa- 
tion processing systems are related by a common requirement to retrieve infor- 
mation in response to questions submitted by a user population. Another com- 
mon feature is the physical environment in which most retrieval activities 
take place. In most operational situations, on-line access is provided to the 
stored data by using terminal equipment directly connected to the retrieval 
processor and to the information store. Furthermore, since many difference 
consoles can be connected to the information resources, a so-called informa- 
tion network results through which access to stored data bases can be shared 
by many users. [12,13] The construction of information networks servicing 
heterogeneous user populations raises many interesting questions concerning 
information security, the preservation of data integrity and correctness, and 
information privacy. 

The basic processing environment consisting of individual user terminal 
equipment connected to computerized information files can be supplemented by 
local microprocessor devices permitting the users to store and process 
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individual, private files locally, and thus to combine local processing con- 
ducting on private files with remote processing using public files. [14,15] 
Among the information services which may be provided in such an environment, 
the following may be of major importance: [16] current awareness and 
automatic reminding services, on-demand search services, message handling 
facilities, text search capabilities, file creation and text composition 
methods, word processing and text editing facilities, and text publication 
services. 

A great deal has been written about the advantages of paperless informa- 
tion systems: the decreased cost and reduced storage size compared with paper 
products, the improved search capabilities, the decreased error rates result- 
ing from the use of error detecting and correcting schemes, the automatically 
generated search aids in the form of dictionaries and indexes of various 
kinds, the access to scarce or expensive resources which would otherwise be 
inaccessible. However, many problems remain to be overcome in information 
system design, the most obvious of which deals with the mismatch between the 
requirements of the sophisticated automatic systems, and the relative 
ignorance of many users. Efforts have been made to build user-friendly inter- 
faces to lessen the strain of using the automatic systems; but more remains to 
be done in helping people to access the available facilities. [17,18] A list 
of problem areas in information system design is included in Table 4. 

3 .  R e s e a r c h  P r o b l e m s  2 n  I n f o r m a t i o n  R e t r i e v a l  

A) Information Retrieval Models 

A great deal of interesting work has been done in recent years in infor- 
mation system modelling. [19-22] Of particular interest in this connection 
are the Drobabilistic models whose introduction has led to the creation of 
optimal term weighting systems and to the use of associations and dependencies 
between terms. [23-27] In probabilistic information retrieval, the informa- 
tion search and retrieval problem is reduced to a probability extimation prob- 
lem concerning the relevance or nonrelevance of the individual documents in a 
collection. Unfortunately, the relevance properties of individual documents 
cannot be determined in the abstract. Instead, it becomes necessary to relate 
the relevance probability of each document to the occurrences of the indivi- 
dual document terms assigned as content identifiers to the relevant and non- 
relevant documents of a collection. 

Probabilistic retrieval models have been constructed using the following 
principal assumptions concerning the occurrence characteristics of the terms 
in the documents of a collection: 

a) The simplest model assumes that the terms all occur independently of 
each other in the relevant and nonrelevant documents of a collection. 
The term independence model has been used in practice with substantial 
success. This model can be used directly to rank the documents for 
retrieval purposes and also to derive optimum weighting functions for 
query terms, known as term ~ weights. [28-29] The term 
relevance weights may in turn be approximated in some circumstances by 
the well-known inverse document ~ weights which have proved 
particularly simple and useful in indexing and query formulations. 
[30-31] 
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b) 

c) 

d) 

The next model in order of complexity assumes that each term assigned 
to a document depends on at most one other term. This gives rise to 
the ~ ~ [ ~  model. [32-34] Since the tree dependence model 
takes into account relationships between certain term pairs in addi- 
tion to the single term probabilities, one may expect that better 
retrieval results are obtainable with tree dependence than with the 
term independence model. 

A still more refined system consists in using dependencies between 
certain term triples in addition to the single and pairwise probabil- 
ity factors. Such an extended tree dependence model has recently been 
used with some success. [35] 

A complete probability model which takes into account the dependencies 
between all subsets of terms may be based on the use of the Bahadur 
Lazarsfeld expansion. [36] 

a) 

b) 

c) 

d) 

d) 

f) 

g) 

the design of unified information systems capable of carrying 
out data base as well as bibliographic reference retrieval ac- 
tivities and of answering questions in specific subject areas; 

the design of user-friendly interfaces making it possible for 
untrained users to interact with the automatic system without 
undue hardship; 

the construction of flexible classification systems and multiple 
information accessing techniques to bridge the gap between the 
user's view of the information store and the system view; 

the development of information comparison and text abstracting 
methods to reduce the size of the stored information files; 

the institution of fast text scanning, and document ski~m~ing 
methods capable of rejecting rapidly the mass of extraneous ma- 
terials; 

the generation of restricted access electronic mail and message 
systems to enable each individual to restrict the type of incom- 
ing messages to only those which are actually wanted; 

the assignment of appropriate roles to the publishing industry 
and to the conventional library organizations to insure that the 
special advantages of those organizations are maintained in fu- 
ture automatic information environments. 

Typical Problems in Information System Design 

Table 4 

The probabilistic retrieval models are not usable in practice unless the 
occurrences characteristics of the individual terms in both the relevant and 
nonrelevant documents of a collection can be estimated with reasonably 
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accuracy. One way of performing this estimation process is to use an itera- 
tive search strategy based on ~ feedback where some previously 
retrieved documents are identified by the users as relevant, or nonrelevant to 
their search request. In that case the term occurrence probabilities can be 
approximated by the actually observed occurrence probabilities in the previ- 
ously retrieved documents identified as relevant and nonrelevant, respec- 
tively. [37] 

Some of the probabilistic models described in the literature have 
recently been compared and unified [38], and a new, ultimate probabilistic 
model has been proposed which makes maximum use of all available information 
without implicitly making assumptions about any unknown data. [39] This last 
model appears to be computationally difficult, but further progress may be 
anticipated in the design and use of probabilistic retrieval models. 

B) Advanced Boolean Retrieval Systems 

The probabilistic indexing and retrieval models examined in the previous 
section can be used to obtain term weight for the terms assigned to a document 
or query as a function of the occurrence frequencies of the terms in the 
relevant and nonrelevant documents of a collection. The actual choice of 
index terms is not, however, provided or part as the model. For this purpose 
completely ~ i ~  methods are available which are capable of 
assessing the term specificity of potential content terms, and of assigning 
either single terms of the correct specificity, or term phrases for combina- 
tions of high frequency terms, or thesaurus classes for groupings-of low fre- 
quency terms. [40,41] 

The automatic indexing methods serve for the assignment of content iden- 
tifiers to the ~ of a collection. The formulation of the search 
requests requires additional steps, notably the choice of Boolean operators 
(and, or, not ) to relate the various query terms. The use of Boolean queries 
involves a number of disadvantages not the least of which is the difficulty of 
formulating good Boolean query statements. In addition, the conventional 
Boolean processing technology does not allow the use of weighted terms, and 
will not produce ranked document output. Finally the use of Boolean conven- 
tional logic may be counter-intuitive in information retrieval in some cir- 
cumstances. 

A good deal of work has been done in an attempt to generalize and improve 
the Boolean query processing strategies. For example, /~tZJ~K set models have 
been proposed which are compatible with the standard Boolean logic and also 
make it possible to assign weights to the terms assigned to the documents (but 
not to the queries) of a collection. [42-45] The fuzzy set models unfor- 
tunately exhibit the same disadvantages as the ordinary Boolean processing 
models in the sense that retrieval of a document in response to an or-query 
depends on a single query term only, and retrieval in response to an and-query 
depends on the full set of query terms. 

A more flexible, so-called extended Boolean query processing system has 
been proposed recently based on a relaxed system of interpretation for the 
Boolean operators. [46] In the extended system the Boolean operators can be 
treated less strictly than in a conventional system: in particular, the 
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presence of more query terms in a given document is worth more than the pres- 
ence of fewer query terms. Specifically, a ~ ~ function 
based on Lp vector norms is used to compare the Boolean queries with the docu- 
ments identified by sets of content terms. This distance function involves a 
parameter p, which can be made to vary from one to infinity with the following 
results: 

a) When p = co, the Boolean operators are treated strictly, as in 
conventional Boolean logic. 

b) As p decreases from infinity, the operators and and or become 
less and less strict. Thus an and-operator with a p value equal 
to I0 will favor the presence of most rather than all query 
terms in a document; an or-operator with a p-value equal to I0 
will favor the presence of some query terms in a document, 
rather than the presence of one query term. 

c) As p reaches its lower limiting value of 1, the and and or 
operators are relaxed to such an extent that the distinction 
between them is lost completely, and queries (A and B) and (A or 
B) are treated simply as the vector query (A,B). 

The extended Boolean retrieval system exhibits the following advantages 
for a practical implementation: 

a) it accommodates the normal query structure used in conventional 
Boolean retrieval but avoids potentially nonsensical interpreta- 
tions by letting the query-document similarity depend on the 
number and the weight of the matching terms; 

b) it allows the incorporation of term weights into both documents 
and queries in accordance with the presumed importance of the 
terms in the respective constructs; 

c) it provides for the retrieval of documents in decreasing order 
of the query-document similarity, thereby providing control of 
the size of the document set to be retrieved in response to a 
given query; 

d) it facilitates the distinction between compulsory phrase and 
strict synonym interpretations on the one hand, and tentative 
phrases and looser synonym relations on the other, by using high 
p-values to characterize the query structures in the former 
case, and low p-values in the latter; 

e) it is compatible with conventional inverted file technologies by 
using completely automatic Boolean query construction methods 
based on the available natural language statements of user 
needs, or on the texts of previously retrieved documents identi- 
fied as relevant. 

A strategy for carrying out information searches in the extended Boolean 
query processing environment is outlined in Table 5. 
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a) 

b) 

c) 

d) 

e) 

construct a conventional Boolean query (or use an available 
Boolean query) which is broad enough to retrieve a large propor- 

tion of the potentially relevant documents; 

process this query against the available document collection us- 
ing a conventional inverted file system thereby retrieving a 

subset of documents D' included in the collection; 

use the original natural language statement of user need, or the 
original conventional Boolean query obtained in step a) to con- 
struct a relaxed query in the extended Boolean system with low 
p-values (I ~ p ~ 3); 

process the extended Boolean query obtained in step c) against 
the collection D' obtained in step b) and rank the documents in 
decreasing query-document similarity order; 

examine some items retrieved in step d) and use terms included 
in the retrieved items identified as relevant to construct an 
improved extended Boolean query; return to step d) and repeat 
until the user is satisfied with the output. 

Basic Processing Steps in Extended Boolean Retrieval System 

Table 5 

A number of open problems and advances in information retrieval have been 
discussed in this note, including the design of unified retrieval environments 
for different information structures, the operations of on-line paperless 
information networks, the use of probabilistic retrieval models, and the 
design of user friendly systems for Boolean query processing. One may expect 
that substantial progress will be reported in all these areas in the foresee- 
able future. 
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