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ABSTRACT

Social media has become one of the most credible sources for
delivering messages, breaking news, as well as events. Pre-
dicting the future dynamics of an event at a very early stage
is significantly valuable, e.g, helping company anticipate mar-
keting trends before the event becomes mature. However,
this prediction is non-trivial because a) social events always
stay with “noise” under the same topic and b) the infor-
mation obtained at its early stage is too sparse and limited
to support an accurate prediction. In order to overcome
these two problems, in this paper, we design an event early
embedding model (EEEM) that can 1) extract social events
from noise, 2) find the previous similar events, and 3) predict
future dynamics of a new event. Extensive experiments con-
ducted on a large-scale dataset of Twitter data demonstrate
the capacity of our model on extract events and the promis-
ing performance of prediction by considering both volume
information as well as content information.
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1 INTRODUCTION

Recent years have witnessed the tremendous power of social
media reshaping the ways of generating, distributing and
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consuming information, such as breaking news, topics and
events. Numerous research endeavors have been dedicated to
characterizing social messages [3] and events. For instance,
on Twitter2, tweets are attached with timestamps, which can
assist detecting the information flow [12] and depicting the
growth and decay of certain events [7, 8].

In this paper, we study the problem of predicting about
time-series volume of events. Different from majority of ex-
isting work [1, 6] that build mathematic models to fit certain
types of mature events, we utilise the limited information to
foresee their future volume dynamics.

To facilitate the understanding of the organization of social
data, we first clarify several concepts, including topic, event,
volume and social noise. If a set of messages are related to
some common subject [2], we define the set of messages as
a topic. Generally, each topic comprises various underlying
constituent parts which lie in different periods. Each con-
stituent part reveals some important aspects of the topic.
Hence, we define the constituent part as event.

We define volume illustrating the total number of mes-
sages in a predefined time window. Particularly, in Twitter,
topic volume denotes the number of tweets with the same
hashtags published in a certain time window (e.g., daily and
hourly). Similarly, the searching interest volume is another
type of topic volume provided in Google Trends3. Event
volume is the number of messages in a constituent part
of a topic. For instance, Figure 1 shows the topic volume
dynamics of Apple in Google Trends. As seen, this topic
is composed of several events, such as Swift for iOS, Apple
Special Event.

The volume of an event rises from the emergence of the
event and decays to zero when the event ends. However,
events are not always readily intelligible within a topic in
that there also exists social noise. In our context, we define
social noise as the ever-lasting irrelevant part to the events
(analogous to white noise in signal processing).

To make a prediction of event volume, most existing work
only consider the volume feature. However, the content infor-
mation is also useful because events with the same content
information, which implies people’s attitude, often have simi-
lar dynamics. Thus, we predict the future dynamics of events
at early stage with both volume and content feature. Our
predicting method is based on locally linear embedding al-
gorithm [10]. For a new coming event, we try to find its
neighbors and construct its future dynamics from previous

2https://twitter.com/
3https://www.google.com/trends/
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Figure 1: Search Interest for Apple. The blue line
is the weekly topic volume of Apple, which is the
hybrid of 5 events and random social noise volume.
After denoising with our method, we can extract the
5 events volume shown in the red area.

events volume. The major contributions of our model are
summarized as follows:

• Early Prediction: We propose a novel event ear-
ly embedding model to predict event volume trend
given limited data at a very early stage.

• Multi-Feature Fusion: We construct a new event
using both the volume feature and content feature.

• Novel Evaluation Metric: We define a novel di-
vergence function evaluating the difference of our
prediction and ground truth.

The rest of the paper is organized as follows. We review
the related work in Section 2. In Section 3, we present
some preliminaries and the details of the proposed model.
Experiments are reported and analyzed in Section 4, followed
by the conclusion in Section 5.

2 RELATED WORK

In this section, we discuss some existing works about the
social event prediction.

One of the most important task in event prediction is to
predict the future popularity of tweets [5, 9]. The volume
of event is also the value of popularity of the event though
different from our definition of event. Previous work claim
that modeling the collective behavior of users of a social media
site allows the prediction of popularity of items from the users’
early reaction [9]. After that, another generative model
of predicting the final popularity of tweet is proposed [11].
Different from previous work, in this work, we study how to
predict the future volume of a new event based on limited
information (e.g., 24 hours). We try to predict the numerical
value at every time point so that the dynamic trends of events
can be observed clearly.

3 PRELIMINARY AND PROBLEM
DEFINITION

In this section, we present some preliminary information of
this work.

Given a set of n tweets corresponding to a certain topic T,
denoted as T = {ti}ni=1. The i-th tweet ti is represented as
a triplet (tpi, ci, tsi), where tpi is the topic-word ti belonging
to, ci indicates ti’s content and tsi represents the timestamp.
We further define V = (V (t))|lt=1 and C = (C(t))|lt=1 as the
volume sequence and content sequence, respectively. Here,
V (t) is the number of the tweets in the topic T during the
t-th time interval (e.g., 1 hour), C(t) is the corresponding
collective contents, and l is the length of T’s life cycle.

Suppose T comprises of m events, denoted as {Ej}|mj=1,

where Ej = (Vj , Cj , sj , qj), Vj = (Vj(t))|lt=1 is the sequence
of tweet volume of Ej and Cj is the collective content of
Ej . Let sj and qj be the start time and end time of Ej ,
respectively. Here we have 1 ≤ sj < qj ≤ l. At any time
before the starting point or after the ending point, the event
volume is 0. By defining the volume of social noise in the
topic as ξ = (ξ(t))|lt=1, we model the topic volume as below:

V (t) =

m∑
j=1

Vj(t) + ξ(t), t = 1, 2, . . . , l. (1)

4 EVENT EARLY EMBEDDING
MODEL

In this section, we elaborate the proposed Event Early
Embedding Model (EEEM). Our model has two important
parts. The first part is the collection of event corpus so than
the new events can be matched with some previous events.
The second part is prediction part, where the future volume
dynamics of a event can be predicted by applying our event
early embedding algorithm.

4.1 Social Denoising and Event Extraction

As illustrated in Figure 1, compared to the fast fluctuation
of the volume of social events, the slight variation of noise
volume hints us to make the assumption that the volume of
social noise is an time-invariant constant. Thus, the topic
volume model is simplified as

V (t) =

m∑
j=1

Vj(t) + ξ. (2)

Performing integral with time-average for an infinite inter-
val, we arrive at

lim
T→∞

1

T

∫ T

0

V (t)dt = lim
T→∞

1

T

∫ T

0

m∑
j=1

Vj(t)dt+ ξ. (3)

It is observable that the sharp variation in topic volume
normally corresponds to the emergence of events, which is
similar to the impulse in a signal. Hence, we may conclude
that most power of topic volume is from social noise. Another
assumption is that under the same topic, different events do
not overlap with each other in view of occurring time. Thus,
as T →∞, we have

lim
T→∞

1

T

∫ T

0

m∑
j=1

Vj(t)dt = lim
T→∞

1

T

m∑
j=1

∫ qj

sj

Vj(t)dt. (4)
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Since in Eq. (4), the denominator is infinite while the
numerator is finite, thus the value is 0. Substituting Eq. (4)
into Eq. (3), we can obtain

ξ = lim
T→∞

1

T

∫ T

0

V (t)dt. (5)

Now, we can extract the volume of social events by sub-
tracting the volume of social noise from the volume of topic:

m∑
j=1

Vj(t) = V (t)− ξ. (6)

Then, we smooth the value such that all the event volume
is greater than zero. Now, we can detect events as the
longest sub-sequences of consecutive non-zero members in
the sequence of the denoised topic volume {V (t) − ξ}|lj=1.
Figure 1 presents an illustration of the denoising results on
“Apple”, and the red area parts is the extracted events.

4.2 Event Dynamics Prediction

In this part, we try to predict the new event volume future
dynamics given only the early stage information. The basic
idea is that we want to reconstruct the new events volume
dynamics by a linear combination of its neighbors.

First we will use the early information to find the neigh-
bors. However, previous events {Ej}|Nj=1 consist of the whole
information of the event from the beginning to the end. Thus,
in case of confusion, we separate the event early information
denoting as {Eej = (Vej , Cej , sj , sj + Te)}, in which Vej is
the event early volume, Cej is the event early content, and
Te is the early time duration.

Given the new event’s early information Ee(q), we represent

the two types of early stage features vectors as x
(q)
v and x

(q)
c .

We propose the following similarity-level merge to facilitate
knn search:

S(e)(Ee(q),Eej) = S(v)(x
(q)
vj ,xv) · S(c)(x(q)

c ,xcj), (7)

where S(e)(·) is the similarity factor of the new event and

previous event, which is a product of S(v)(·) and S(c)(·),
the volume similarity and content similarity respectively.

S(v)(x
(q)
v ,xv) and S(c)(x

(q)
c ,xc) are defined as

S(v)(x(q)
v ,xv) =

‖x(q)
v − xv‖

max(‖x(q)
v − xv‖)

,

S(c)(x(q)
c ,xc) =

x>c x
(q)
c

‖xc‖‖x(q)
c ‖

,

(8)

where ‖·‖ is the `2 norm and max(·) find the maximum value.

Note that in order to make S(v)(x
(q)
v ,xv) and S(c)(x

(q)
c ,xc)

comparable, we project volume feature and content feature to
the scale of [0,1] by considering a maximum as denominator
and cosine similarity respectively.

From the similarity of new event and previous events,
we can find k neighbors which are k most similar events.
To find the reconstruction coefficient vector w, inspired by
LLE algorithm [10], we try to minimize the following early

reconstruction error:

ε(w) =
1

2Te

[
Te∑
t=1

|V (q)
e (t)−

k∑
j=1

wjVej(t)|2 + γ||w||2
]

(9)

where Vej is the early volume of corresponding neighbor to wj

and γ is the regularization factor. The weight wj summarizes
the contribution of the jth event at early stage.

Finally, we construct the future volume dynamics, in par-
ticular, given a new event at its early stage, the predictive
volume dynamics V (q)(t) of the new event is

V (q)(t) =

k∑
j=1

wjVj(t), (10)

where V (q) is the predictive volume of the new event E(q),
Vj(t) is volume of the neighbors corresponding with the
weight wi. The underlying principle of the model (10) is that
the early volume dynamics of a event is an early embedding
of the future dynamics thus we learn the weights from the
early stage and the future dynamics of new event can be
predicted by reconstruct the dynamics from the neighbors.

5 EXPERIMENTAL EVALUATION

In this section, we evaluate the proposed EEEM for predicting
the future volumes of social events at very early stage.

5.1 Data

For evaluation, we employed the Twitter dataset published
by [4]. The dataset contains 10, 681, 232 tweets posted from
2013-08-01 to 2013-11-30. We regarded the trending hashtags
(e.g., #iPad) as topics, which results in 18, 399 topics. We
sorted all the topics in descending order of the topic volume
and kept the top 5, 000 topics as our experimental data.

5.2 Event Volume Dynamics Prediction

We applied social noise reduction in 5000 topics and selected
the events lasting more than 48 hours so that the event volume
dynamics is long enough, which gives us 16707 samples in
total. We sorted these events in ascending order of their start
time, and chose the top 16507 events to form the historical
event corpus and the rest latest 200 events as new events
samples.

5.2.1 Evaluation Metric. Here we define a Divergence D(V ∗, V g)
to characterize the difference between our predicted sequence
V ∗ and the true volume sequence V g of the given event:

D(V ∗, V g) =
Dist(V ∗, V g)

Sim(V ∗, V g)
, (11)

where Dist(·, ·) and Sim(·, ·) are defined as
Dist(V ∗, V g) =

l∑
t=1

(V ∗(t)− V g(t))2√
V g(t) + 1

,

Sim(V ∗, V g) =
~V ∗ · ~V g

‖~V ∗‖‖~V g‖
,

(12)
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Figure 2: Measurement (sum of logarithm of diver-
gence) of k w.r.t. three types of feature.

where ~V ∗ and ~V g are the vector versions4 of V ∗ and V g,
respectively.

While Dist(·, ·) measures the absolute difference between
the two volume dynamics, Sim(·, ·) is the cosine similarity,
which guarantees that even if the absolute distance is some-
how far, but we still regard it as a better prediction since
the prediction has a similar variant shape of dynamics to the
real dynamics.

5.2.2 Optimization of Parameter. In this part, we optimiz-
ing our parameter based on the evaluation result. Given a
test event, we use Eq. (10) to predict the volume and then
exploit Eq.(11) to compute the divergence value. We utilize
the sum of the logarithm of the divergence values of all the
testing samples as evaluation measurement, denoted as M,
as shown in Eq.(13):

M =
∑

log(D). (13)

We set γ fixed with value 0.1. Additionally, we set the
early time duration Te as 24 hours. We tune k in the range
of {1, 2, . . . , 50}. The experimental results are shown in
Figure 2.

5.2.3 Individual Prediction Study. The number of neighbors
is set to 35 as before and the early duration Te is set to 24.
In Figure 3, We show two illustrative predictions of using
differ feature. The divergence of each individual prediction
is denoted as D(v+c) , D(v) and D(c), respectively.

6 CONCLUSION

In this work, we studied the problem of predicting event
volume with limited early information. In the context of
social media, we formally defined the concepts of topic, event,
volume and social noise. Furthermore, we view the future
dynamics as a high dimensional embedding generating from
the early low dimensional event dynamics. We proposed a
novel prediction model, termed event early embedding model
(EEEM), to reconstruct a new event from its k neighbors
based on both volume and content features. Additionally, we

4In practice, we find that ~V ∗ and ~V g may have different lengths. To
make them comparable, we simply expand the shorter one with value
0 to meet the length of the longer one.
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Figure 3: Fusion of feature v.s. Single feature.

provide a novel evaluation metric. Extensive experiments on
a large-scale Twitter dataset demonstrated the effectiveness
of our methods.
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