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INTRODUCTION 

The nearest neighbour problem can be expressed as 

fol lows: Given a set of N points in n-space and 

a distinguished point,  q, f ind the m (m < N) 

points 'c losest '  to q, closeness being measured 

by some distance measure. In information 

re t r ieva l  we can apply the model to the s i tuat ion 

where N is the number of documents, each document 

corresponds to a point in n-space, q corresponds 

to a query and m corresponds to a user spec i f i c -  

ation of how many retr ieved documents or nearest 

neighbours are desired. 'Closeness' is measured 

by any of a number of s i m i l a r i t y  measures (see 

la te r )  and n-space corresponds to n concepts or 

index terms. For s imp l i c i t y  we consider the 

case where the user requires only one, the 

nearest, neighbour to a query, but l a te r  on we 

can generalize to more nearest neighbours. 

The standard way of doing a nearest neighbour 

search is a sequential search of the ent i re  

co l lec t ion,  calculat ing a s i m i l a r i t y  measure 

for  each document and selecting the best. This 

requires O(N) calculat ions which is unreason- 

able for large col lect ions.  Bentley and 

Friedman <I> gave an algorithm of order log(N) 

but th is  was unusable in the information 

re t r ieva l  case because i t  has a mu l t i p l i ca t i ve  

constant of 1.6 n where n is the dimension of 
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the space. I.R. systems have t y p i c a l l y  

thousands of tens of thousands of dimensions or 

index terms so 1.6 n log(N) is also unreasonable. 

A determinist ic  algorithm of Eastman and Weiss 

<2,3> is based on a binary tree search using 

p r i o r i t i e s  which searches a portion of the 

col lect ion and calculates an upperbound value of 

a s i m i l a r i t y  measure for the rest of the co l lec t -  

ion and the algorithm stops when the upperbound 

for  the remainder is less than the largest value 

of s i m i l a r i t y  measure encountered so far .  This 

algorithm works in O(log N) K, K being a co l lec t -  

ion dependent constant, about 4 for  document 

col lect ions tested so far .  This algorithm 

produces f u l l  search resul ts without a f u l l  

search, but for  small col lect ions only saved 

around 5-10%. 

Weiss <4> produced a p robab i l i s t i c  method based 

on the above, which is substant ia l l y  faster  than 

a f u l l  search while providing nearly, but not 

qui te,  the same level of performance as a f u l l  

search. In th is  algorithm, the user speci f ies 

a l i m i t  to the error  tolerance, but in many 

appl icat ions of the nearest neighbour problem in 

I.R. (Maximum or Minimum Spanning Tree gener- 

at ion) a cos t /qua l i t y  t radeof f  is not desired. 

I f  an inverted f i l e  of the document co l lect ion is 

ava i lab le ,  then one can search the entr ies of the 

appropriate records of the inverted f i l e  for  

possible nearest neighbours. The case may 

arise when a document may be compared to a 

query more than once, i f  i t  is indexed by more 

than one query term and so occurs in more than 

one 'appropriate record' of the inverted f i l e .  
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This can be overcome b~ma~ntainin 9 a set ,  say S~ 

containing a l l  document numbers compared to the 

query in the search so fa r .  Document numbers as 

en t r ies  in records of  the inver ted f i l e  are 

tested to see i f  they are in S, and i f  they are 

then that  document has been encountered pre- 

v ious ly  as a possible nearest neighbour, and i t  

can be ignored. Maintaining t h i s  set S is  an 

overhead, and the decis ion of  whether to include 

i t  or not depends on the proper t ies of  the 

document co l l ec t i on .  For our a lgor i thm we shal l  

include th i s  set and tes t  fo r  dup l ica te  en t r i es .  

THE ALGORITHM 

The algor i thm maintains two sets,  R and S. R 

contains a l l  those documents which at  any given 

time are candidates fo r  the f i n a l  set of  nearest 

neighbours. Let us assume fo r  now that  t h i s  set 

i s  of s ize one, i . e .  we are seeking the nearest 

neighbour. S contains a l l  documents examined so 

f a r  regardless of whether they are in R or not. 

I n i t i a l l y  both are empty. The a lgor i thm takes 

as input a t es t  query of  unweighted search terms 

of the form 

q = ( t l ,  t2 . . . .  tK) .  

We arrange the terms of  q in order of  t h e i r  i n -  

creasing frequencies of  occurrence w i th in  the 

en t i r e  document c o l l e c t i o n ,  i . e .  in order of 

t h e i r  increasing numbers of  en t r ies  in the 

appropr iate records of the inver ted f i l e .  We 

then examine each of these terms and fo r  each 

we f ind  a l l  the documents in the co l l ec t i on  

which contain tha t  term. The nearest 

neighbours to q w i l l  be found among these docu- 

ments. We can do t h i s  i f  we assume tha t  i f  the 

number of  co-occurrences of  index terms between 

a document and a query is  zero, then the 

s i m i l a r i t y  i s  zero, so we can e l im ina te  a l l  

those documents not indexed by at  leas t  one of 

the search te~ms from our nearest neighbour 

search. This p r i n c i p l e  is  used fo r  Maximum 

Minimum Spanning Tree generation by 

van Rijsbergen et  al <5>. 

Each term can be thought of  as a l i s t  of  documents 

t i = ( d i l ,  di2 . . . .  dim(i  ) ) 

where m(i )  i s  the number of  documents containing 

term i .  We inspect these documents in that  

order. For each document we do the fo l low ing :  

Check i f  the document is  in S. I f  i t  is  then 

we can ignore i t  as i t  has already been en- 

countered. I f  not then we add i t  to S, and we 

ca lcu la te  a s i m i l a r i t y  value between th i s  docu- 

ment and the query using one of  the formulae (see 

l a t e r ) .  I f  t h i s  value is  greater  than the best 

value encountered so f a r ,  then t h i s  document 

becomes the candidate fo r  the nearest neighbour 

and is  added to R. A f te r  looking at  every 

document containing a given term we can ca lcu la te  

the maximum possible s i m i l a r i t y  value among 

those documents not ye t  encountered, the upper- 

bound, and i f  t h i s  upperbound is  less than the 

current  best value, we can terminate the a lgor i thm. 

We can do t h i s  as fo l lows (see Porter <6>). 

Assume we have searched the en t r ies  in the records 

of  the inver ted f i l e ,  f o r  the f i r s t  i - I  terms of  

the query. I f  any un-inspected document d~j is 

be t te r  than the best nearest neighbour found so 

f a r ,  i t  cannot contain any of  the index terms 

t z , t  2, . .  t i _  I ,  otherwise i t  would have been en- 

countered e a r l i e r ,  therefore i t  hasn' t  any more 

than k - i + l  terms in common with q, k being the 

size of  q. Let L r be the length of the shor test  

term l i s t  of a l l  documents indexed by t r 

L r = min I d r j  1 

j > = l  

and I i to be the smal lest  of  the L r of  terms in q, 

from term i onwards, 

I i = min L r = min I min I d r j  I I 

r >=i r>=i j>=l  

then we get the fo l low ing  upperbounds fo r  these 

s i m i l a r i t y  measures between document and query: 

MEASURE FORMULA UPPER BOUND 

SIMPLE c ( k - i + l )  
IVIE c/ak ( k - i + l ) / ( k * l i )  

D ICE 2c/(a+k) 2 ( k - i + l ) / ( l i + k  ) 

COSINE c**2/ak ( k - i + l ) * * 2 / ( k * l i )  

JACCARD c/(a+k-c)  ( k - i + l ) / ( l i + i - I )  

OVERLAP c/min(a,k)  ( k - i + l ) / m i n ( k , l i )  

where c equals the number of terms in common (co- 
occurrences) and a and k are the sizes of  the term 
l i s t s  of  the document and query r e s p e c t f u l l y .  

I f  the maximum possible number of  co-occurrences 

84 



for  a l l  documents not yet encountered in the 

search is greater than the shortest term l i s t  of 

documents indexed by term i and onwards of the 

query (k- i+ l  > l i ) ,  then we reset the value of I i 

to the value of the maximum possible number of co~ 

occurrences in order to get the highest theo- 

r e t i c a l l y  possible value for  a l l ,  as yet un- 

inspected documents, as nearest neighbours. 

This upperbound is appl icable to any s i m i l a r i t y  

measure which combines number of terms in 

common and term lengths of document and query. 

TEST COLLECTIONS 

The algorithm has been applied to two test  

co l lec t ions,  UKClS2 and NPL. The United Kingdom 

Chemical Information Service CUKCIS) co l lec t ion 

is a large test  co l lec t ion of about 27,000 

documents about chemistry <7>, and roughly s p l i t  

into two halves CUKClS] and UKClS21 dealing wi th 

seperate aspects of the subject. The queries 

and document t i t l e s  are automatical ly indexed 

using a stemming algorithm. In our experiments 

we use the UKClS2 co l lec t ion .  

The national Physical Laboratory CNpL) test  

co l lec t ion is another large document collect~on 

of 11429 documents about atmospherics and 

computer science and was prepared by Vaswan# and 

Cameron <8>. For th is  co l lec t ion ,  the document 

t i t l e  and abstract are also automatical ly index, 

ed by stemming. The relevant s t a t i s t i c s  for 
the two co l lect ions are given below. 

number of documents 
number of terms 
average terms/doc. 
average docs./term 
number of test  queries 
average terms/query 

UK£1S2 NpL 

15748 11429 
8882 7491 

6.4 19.9 
11.3 30.4 

182 93 
7.8 7.14 

From these f igures ~t can be seen that the s~ze 

of the co l lec t ions are of the same order wi th 

regard to the numbers of documents and of 

terms. The f i r s t  important d i f ference to note 

between the co l lect ions is the d i f f e ren t  

levels of indexing exhaust iv i ty .  The UKClS2 

co l lec t ion has an average of 6.4 terms per 

document, while for  NPL th is  f igure is nearly 20. 

This means that the NPL documents are described 

in more de ta i l ,  i . e .  by more index terms, than 

the UKCIS2 documents. 

A d i rec t  consequence of th is  d i f ference which 

w i l l  e f fec t  the resul ts of our nearest neighbour 

algorithm is that more documents are indexed by 

a given term in NPL than in UKCIS2, the f igures 

being 30.4 to 11.3. This means that in the NPL 

co l lec t ion more comparisons of document to query 

are necessary to f ind a nearest neighbour for  an 

average query, than in UKClS2, i f  one is search- 

ing the appropriate records of the inverted 

f i l e s .  We shall come back to th is point la te r .  

The algorithm was run for  the 182 and 93 test  

queries of the UKCIS2 and NPL col lect ions 

respect ively.  These queries consist of an 

average of 7 index terms each. Most queries are 

composed of both high and low frequency index 

terms, i . e .  terms occurring both a lo t  and 

rare ly ,  among a l l  documents in the co l lec t ions.  

We shall see la te r  on how important th is  property 

of the test  queries is.  

EXPERIMENTAL RESULTS AND ANALYSIS 

These are the resul ts obtained for  the 2 co l lec t -  

ions. The f igures show the actual numbers of 

s im i l a r i t y  value calculat ions needed to obtain 

the nearest neighbour, using the Cosine, Iv ie and 

Dice measures. The f igures in parentheses for  

the NPL co l lec t ion show the numbers needed to 

calculate the best f i ve  nearest neighbours 

according to the given measures and I/F means the 

inverted f i l e .  

I /F Search ( inc. dups.) 
I/F Search (exc.dups.) 
Cosine + u/bounds (exc.dups.) 
Dice + u/bounds (exc.dups.) 
Iv ie + u/bounds (exc.dups.) 

UKCIS2 NPL 

1117 4078 
1040 3156 

663 1876 (2251) 
585 1591 (1900) 
615 1755 (1989) 

There are some important points to make about 

these resul ts .  F i r s t l y ,  the s t r i k ing  di f ference 

in the number of comparisons needed in a l l  cases 

between the two co l lec t ions.  This 1:3 ra t io ,  

r igh t  down the table,  is a d i rec t  consequence of 

the d i f f e r i ng  levels of indexing exhaust iv i ty  

between the co l lec t ions ,  also about 1:3. An 

average of 11.3 documents indexed by a given 

term in UKClS2 as opposed to 30.4 in NPL means 

that more comparisons are needed for  the average 

query term in NPL than in UKCIS2. Because the 
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average number of terms/query for  the two 

col lect ions are almost the same, th is  ra t io  also 

applies to the complete queries. An in terest ing 

discussion of the inf luence of indexing exhaust- 

i v i t y  on calculat ing s im i l a r i t y  functions 

e f f i c i e n t l y  can be found in <9>. 

The second point to note about the resul ts is 

the e f fec t  of including the set S to test  for  

dupl icate entr ies in the inverted f i l e  records. 

The di f ference is qui te no t i c ib le ,  especia l ly  for  

NPL where the reduction is almost 25% (4078 com- 

parisons reduced to 3156). The reason for  the 

s l i g h t l y  less emphatic improvement in UKClS2 

(1117 reduced to 1043) is once again a t t r ibu ted  

to the d i f f e r i ng  levels of indexing exhaust iv i ty  

of the co l lec t ions.  Because there are less 

documents to be compared to the query, there is a 

smaller chance of dupl icate entr ies occurring. 

Wi l l e t t  <I0> gives deta i ls  of how dupl icate 

checking may be implemented. 

The las t ,  and most important, point we wish to 

make about the resul ts  are about the reductions 

the upperbound method y ie lds over an inverted 

f i l e  search. This is approximately 40% for  a l l  

cases. The d i f f e r i ng  f igures for  the three 

s im i l a r i t y  measures we have chosen is a property 

of the de f i n i t i on  of those measures, and these 

di f ferences seem to be consistent for  both 

co l lec t ions.  We decided to calculate the f i ve  

nearest neighbours using the given s i m i l a r i t y  

measures, for  the NPL co l lec t ion .  This in-  

creased the number of comparisons needed by 

15% to 20%. 

CONCLUSIONS 

From the previous section i t  can be concluded 

that our algorithm yielded quite an improvement 

over an inverted f i l e  search, whi le s t i l l  

maintaining fu l l  search performance. There 

are, however, certa in overheads with our 

algorithm. As well as a document f i l e  and an 

inverted document f i l e ,  we also need a f i l e  

containing the values of L r for  a l l  index terms 

in the co l lec t ion .  These shortest document term 

l i s t s  of a l l  documents indexed by given terms are 

needed to calculate the upperbounds accurat ly.  

We mentioned ea r l i e r  the fact  that  we checked 

for  duplicates in inverted f i l e  record entr ies 

and consequently our upperbound resul ts would be 

less of an improvement i f  we omitted th is .  

Whether to include th is  set S or not would be a 

property of both the document co l lec t ion and how 

the algorithm was implemented. 

Because query terms are sorted in order of t he i r  

increasing frequencies of occurrence wi th in the 

ent i re  co l lec t ion ,  query terms are processed in 

th is  order. This means that the inverted f i l e  

records of the query terms with the highest 

document frequency are not searched at a l l  i f  an 

upperbound is reached. An analysis of the 

queries shows they are composed of medium and 

high frequency terms with most queries reaching 

an upperbound with about one or two query terms 

yet to process. I t  is an important fact  that 

the terms l e f t  are the highest frequency terms, 

and th is  explains why the resul ts have been so 

good. 
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