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ABSTRACT

Relational inference is a crucial technique for knowledge base
population. The central problem in the study of relational
inference is to infer unknown relations between entities from
the facts given in the knowledge bases. Two popular models
have been put forth recently to solve this problem, which
are the latent factor models and the random-walk model-
s, respectively. However, each of them has their pros and
cons, depending on their computational efficiency and in-
ference accuracy. In this paper, we propose a hierarchical
random-walk inference algorithm for relational learning in
large scale graph-structured knowledge bases, which not on-
ly maintains the computational simplicity of the random-
walk models, but also provides better inference accuracy
than related works. The improvements come from two basic
assumptions we proposed in this paper. Firstly, we assume
that although a relation between two entities is syntactical-
ly directional, the information conveyed by this relation is
equally shared between the connected entities, thus all of
the relations are semantically bidirectional. Secondly, we
assume that the topology structures of the relation-specific
subgraphs in knowledge bases can be exploited to improve
the performance of the random-walk based relational infer-
ence algorithms. The proposed algorithm and ideas are val-
idated with numerical results on experimental data sampled
from practical knowledge bases, and the results are com-
pared to state-of-the-art approaches.
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1. INTRODUCTION
The goal of relational inference research is to infer new

knowledge (facts) from the existed knowledge bases[6]. This
paper considers the problem of relational inference on large-
scale graph-structured knowledge bases (GKBs, a.k.a. knowl-
edge graphs), such as Freebase, YAGO and DBpedia, which
stores factual information in the form of <entity-relation-
entity> triplets. Currently, relational inference remains a
challenge as the knowledge bases are plagued with incom-
pleteness and ambiguity. For example, most of the basic
information about the public figures that one would think
typically available, such as the“Place of Birth”and the “Par-
ents”attributes, are still missing in the latest version of Free-
base and alike knowledge bases at this time[14].

However, research on statistical relational learning (SRL)
reveals that the existing knowledge in GKBs contain use-
ful information about the latent relations between entities,
which can be effectively explored by using statistical learning
methods[18]. Current research efforts are largely focused on
developing relational learning models that can scale to mas-
sive GKBs, among which the latent factor model (LFM)
and the random-walk model (RWM) are the most heavily
studied, and some related algorithms have been introduced
(instantly) into practical usage[14]. For instance, the Never-

Ending Language Learning (NELL) project takes the RWM
based path ranking algorithm (PRA) as their relation reason-
ing module. While in the Google’s Knowledge Vault project,
a hybrid solution that combines the LFM and the RWM is
implemented for knowledge evaluation tasks[20].

Each of these two models has its benefits and limitations.
Generally speaking, the RWMs are more computationally ef-
ficient than the LFMs, because the LFMs inherently involve
a matrix factorization operation over the GKBs, which is
difficult to be parallelized. In contrast the RWMs are nat-
urally parallelized, which makes it more scalable for large-
scale GKBs. However, according to our empirical studies
(see Sec. 4.3), the performance of the RWM solutions are
not as competitive as those of some LFM solutions, in terms
of inferential accuracy and recall rate. Since both of the
efficiency and the accuracy are crucial to the success of re-
lational learning tasks in practice, we present in this study
for the first time a comprehensive investigation of the po-
tential benefits of the random-walk model, with the purpose
of determining whether it can outperform the most compet-
itive LFM solutions, thus providing new insights into the
mechanisms that underlie graph based relational inference.
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The principle contribution of this paper is the develop-
ment of a new random-walk based learning algorithm, called
the Hierarchical Random-walk inference (HiRi) algorithm,
for relational inference on GKBs. Specifically, we describe
a two-tier random-walk mechanism for relational retrieval,
wherein the upper-tier of the model corresponds to the rela-

tion sequence pattern recognition and learning process in a
global perspective, the lower-tier is designed to capture use-
ful information from inside the relation-specific subgraphs
in GKBs (which means that each subgraph only represents
one specific type of relation). The proposed HiRi algorithm
outperforms widely used PRA on two benchmark data sets
sampled from real GKBs, achieving an improvement in MR-
R score of up to 79.5%, and in Hits@1 score of up to 79.2%.
The proposed algorithm also outperforms some state-of-the-
art LFM based algorithms on all of the data sets.

Another contribution of this paper is that we propose two
basic assumptions for relational inference model building:

(1) Since the relations between entities are semantically bidi-
rectional, the knowledge graphs can be modeled with
undirected graphs in relational learning tasks.

(2) The reciprocal information transfer between the head
and tail entities within the relation-specific cliques of a
GKB is of special value in relational learning tasks.

The first assumption is in accordance with intuition, but is in
direct conflict with the basic assumption universally accept-
ed by scholars, which represent the GKBs as directed graphs
so as to make it consistent with the logical structure of the
facts stored in GKBs. The second assumption explains why
the latent factor models consistently outperform the random
walk models with respect to recall and accuracy, thus it also
helps explaining why a hierarchical random-walk mechanism
is necessary for RWM-alike solutions. Experimental result-
s are shown to agree with our assumptions, we hope this
may shed some light on better understanding the existing
methods, and on further study of this problem.

The rest of this paper is organized as follows. We first
provide a brief literature review of the related work in Sec-
tion 2, and then we present a detailed description of our
methodology in Section 3. Experiments and discussions are
provided in Section 4, and Section 5 concludes this paper.

2. RELATED WORK
Statistical relational learning (SRL) has received a lot of

attention in information retrieval and artificial intelligence
communities[6]. Methods from SRL research have also been
applied to develop link prediction models and context-aware
recommender systems[3, 13]. There is an extensive amount
of literature available, hence we will only give a very brief
overview of the closely related work in this section.

For relational learning in graph-structured knowledge bases,
the most commonly-used research method in the past two
decades was to develop probabilistic inference models, such
as the Markov logic networks[18] and the Bayesian network-
s[11], based on the first-order logic rules, to infer new facts
from existing facts[5]. However, such approaches suffer from
the scalability problem (due to the computational expense
associated with the rule learning process) and the gener-
alization problem (caused by the brittleness of the logical
rules), which limits their usefulness for relational learning on
large-scale GKBs[17]. To catch up with the rapid expansion

of the industrial GKBs, several new approaches have been
devised, among which the latent factor models (LFMs) and
the random-walk models (RWMs) have been in the forefront
of academic efforts in recent years[16, 7].

The basic idea of the latent factor models is to obtain
a vectorized representation for each of the entities and/or
relations stored in the GKBs, by transforming it into a low-
dimensional subspace, and then infer the missing facts from
such representations[14]. Depending on the different ap-
proximate factorization schemes adopted, the LFMs are also
called tensor decomposition models[16] or structured embed-

ding models[2]. For instance, the RESCAL algorithm tries
to represent the relation-specific subgraph of a GKB with
a third-order tensor model, in which entities and their rela-
tion are mapped into different tensor spaces[15]. While the
TransE algorithm treats a relation as a translating opera-

tion between the corresponding head and tail entities, thus
in TransE, both of the relation and the associated entities
are mapped into the same embedding space[1].

The TransH algorithm further improves the TransE by
representing relations as hyperplanes, rather than vectors, in
an embedding space, which enables an entity to have distinct
representations when involved in different type of relation-
s[21]. Both of the TransE and the TransH algorithms were
trying to mapping the entities and relations into the same
embedding concept space, however, Lin et. al. proposed in
TransR model that the entities and relations should be treat-
ed differently, because they are conceptually different types
of objects, thus should be mapped into different concept s-
paces, and they claimed that the (inferential) translation
should only be performed in the relation space[9].

Another line of research that has also drawn increasing at-
tention are the random-walk based relational learning mod-
els. Studies of the RWMs were originally inspired by the
idea of the First Order Inductive Learner (FOIL), which
is a supervised relational learning algorithm based on the
Horn clause rules extracted from the GKBs[19]. The seminal
work of the RWM for relational learning is the Path Rank-

ing Algorithm (PRA), which extends the idea of the FOIL
by searching through the GKB for path features instead of
Horn clause rules[8]. The merits of the PRA algorithm are
that its inference results are easily interpretable, and it is
inherently parallelizable. In contrast, the meanings of the
latent factor models (i.e. the embedding spaces) are hard to
be explained. Furthermore, since the LFM solutions require
a computational extensive matrix factorization process dur-
ing the model training stage, it is difficult to be parallelized
efficiently. For more details about the recent advances in
theories and applications of the LFMs and the RWMs in
this area, a good review can be found in [14].

The merits of PRA make it a promising candidate not on-
ly for research but also for industrial applications as well.
In fact, it has already been used successfully in some large-
scale GKB projects, such as the Knowledge Vault project
of Google, and the Never-Ending Language Learning (NEL-
L) project of Carnegie Mellon University[10]. However, ac-
cording to the comparative study made in this paper, the
random-walk based PRA algorithm is obviously at a disad-
vantage compared with the best performed LFM solutions,
in terms of both the inferential accuracy and the recall rate.

Therefore the motivation of this work was to extend the
existing studies by addressing the following question: is it
possible to design a relational learning model that not only
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Table 1: Meanings of notations.

def. Meanings of notations

G symbol of the knowledge graph
N number of the SPO triplets in G

R set R contains all of the relation types in G

n number of the relation types in R

E set E contains all of the unique entities in G

m number of the entities in E

ri the i-th element in R

Gi subgraph of G that only contains relation ri
Hi set Hi contains all of the head entities in Gi

Ti set Ti contains all of the tail entities in Gi

<h, r, t> SPO triplet, the unit of knowledge (fact)
<h, t> ordered entity pair extracted from <h, r, t>

maintains the efficiency of the RWMs, but also keeps the
accuracy of the LFMs? The proposed HiRi algorithm is a
pure random-walk based relational learning algorithm, this
is markedly distinct from the efforts of developing hybrid
models (the blending of RWMs and LFMs), which has be-
come a major focus of the research community[4, 12].

The most related work to ours is the PRA algorithm,
both of them rely on the same pattern discovery strategy
and path feature learning framework for relational retrieval
modeling from the global perspective. However, there are t-
wo significant differences: firstly, the path feature discovery
process of HiRi is based on the undirected graph represen-
tation of the GKB, although the PRA algorithm also does
allow the inverse of a relation to be considered in its path
feature discovery process, but only limited to some of the
non-functional predicates (relations). Secondly, HiRi con-
tains a local inference mechanism, which makes it capable of
utilizing the inferable information conveyed in the relation-
specific cliques to enhance the performance of the global
inference procedure, which is not considered by the PRA
algorithm. Experimental results demonstrate the effective-
ness of HiRi and the validity of the underlying assumptions,
which also provides a positive answer to the above question.

3. THE HIRI ALGORITHM
In this section, we start by introducing some preliminary

background and the symbol system used in this paper, then
we discuss the intuition and algorithmic framework of the
proposed HiRi algorithm. The detailed implementation of
the HiRi algorithm is divided into three parts, which will be
described in Section 3.3 to 3.5, respectively.

3.1 Preliminary And Notation
Knowledge graphs (KGs) represent facts in the form of

binary relations, in particular <subject, predicate, object>
triplets, where subject and object are entities and predicate is
the type of a relation. For simplicity and in accordance with
previous studies[9, 20], we will use the notation <h, r, t> to
represent the SPO triplets, in which h and t represent the
head (subject) and tail (object) entities and r is the rela-
tion between them. The meanings of the major notations
used in this paper are given in Table 1. According to pre-
vious research, the relation types in a knowledge graph can
be artificially classified into four categories by means of the
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Figure 1: Illustration of the four relation categories.

heads-per-tail ratio (hpt) and tails-per-head ratio (tph):

hpti =
# tripletsi
# tailsi

; tphi =
# tripletsi
# headsi

. (1)

where # tripletsi denotes the number of SPO triplets in
subgraph Gi, # headsi and # tailsi represents the number
of head and tail entities in Gi. Then a particular type of
relation can be assigned to one of the four categories: one-to-
one (1:1), one-to-many (1:M), many-to-one (M:1) and many-
to-many (M:M), according to the following criteria.















hpti < δ and tphi < δ ⇒ 1:1 relations
hpti < δ and tphi ≥ δ ⇒ 1:M relations
hpti ≥ δ and tphi < δ ⇒ M:1 relations
hpti ≥ δ and tphi ≥ δ ⇒ M:M relations

(2)

where δ ≥ 1 is an empirical parameter proposed in [1]. In
this paper we follow the same approach as in [1] and [21], and
choose δ = 1.5 as the classification criteria. Figure 1 depicts
four simple examples in an illustrative manner to facilitate
intuitive understanding of this classification method.

3.2 Assumptions And Framework
The basic idea of the HiRi algorithm is simple: figure

out why exactly the RWM solutions systematically perfor-
m worse than the LFM solutions, and try to fix it. For this
purpose, we begin by comparing the performance of two typ-
ical algorithms that have attracted considerable attentions
recently, which are the RWM based PRA algorithm[8], and
the LFM based TransE algorithm[1]. Table 2 provides the
comparison of the performance between PRA and TransE
by use of the FB15k data sets, the test sets were split into
four parts according to Eq. (2). For more details about the
experimental settings and protocols, please refer to Sec. 4.

Roughly speaking, the Hits@10 score represents the aver-
aged hits ratio on the top 10 prediction results of the cor-
responding algorithms. From Table 2, one can see that the
TransE algorithm clearly performs better than the PRA al-
gorithm on 1:M and M:M relations. Since similar situations
are also observed in comparing PRA with other LFM solu-
tions (see Section 4.5), we believe that the presence of such
a recurring pattern worth further investigation.

Firstly, notice that the PRA performs comparable to the
TransE algorithm on M:1 relations, which is in contrast with
the results observed upon 1:M relations. Since if we ignore
the directionality of the edges, the topological structures of
the entity-relation graphs corresponding to 1:M and M:1 re-
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Table 2: Comparison test: Hits@10 on FB15k

Algorithm 1:1 1: M M:1 M:M

TransE 71.5% 49.0% 85.0% 72.9%

PRA 63.3% 20.4% 81.4% 32.6%

1 1 0 0

1 1 0 1

0 1 1 1

uA

uB

uC

iA iB iC iD

 
 
 
  

< Prefer>

userA

itemB

userB userC

itemA itemC itemD

Figure 2: Inference on relation-specific cliques.

lations are very similar to each other (see Figure 1(b) and
1(c)), we suggest that the reason for the different behavior
of PRA on these relations is due to the“directed relation”as-
sumption made by PRA. PRA models the KBs with direct-
ed graphs, and its path feature discovery process is a mimic
of the logical inference process based on first order Horn
clause rules[8]. This assumption is reasonable to some ex-
tent, in that it is in accordance with the logical and syntactic
constraints of the natural languages. However, a potential
problem with this assumption is that it probably underesti-
mates the diversity of the syntax patterns used for relation
expressions, and the incompleteness and imbalance of the
facts stored in GKBs. This leads to our first assumption:

Assumption I. The semantic information of a relation is
reciprocally shared between the connected entities, so it is
reasonable to model the knowledge graphs with undirected
graphs for relational learning tasks.

Secondly, based on the comparison results on M:M re-
lations, we suggest that the path feature discovery process
used in PRA is not efficient in utilizing the inferrable infor-
mation contained in richly connected relation-specific cliques
to make inference. Take Figure 2 for example, a collection
of the <user-prefer -item> triplets is represented by a bipar-
tite graph, the relation “prefer” is a typical M:M relation.
One can see that since userA prefers itemB, and itemB is
preferred by userB and userC, so it is reasonable to antic-
ipate that userA may also be interested in itemD, because
both of userB and userC prefer it. For the same reason,
we could also anticipate that userA might prefer itemC, but
with less confidence, since we have only one piece of evidence
<userC -prefer -itemC> to support this inference. From the
perspective of PRA, in both of above situations, the infer-
ence rule used are the same path feature: “ri → r−1

i → ri”,
in which r−1

i denotes the inverse of the relation ri ∈ R.
The problem with this path feature is that it cannot tell

the difference between these two situations, and such infor-
mation should not be ignored. In contrast, the latent factor
models (such as TransE) can make full use of such informa-
tion, by decomposing it into the vector representation of the
relations and entities. This explains why TransE performs
significantly better than PRA on M:M relations in FB15k
data set. From this observation we conclude that some rela-
tions are more reciprocal and transitive than other relations.
From the perspective of RWMs, reciprocal means that the
inverse of the relation is effective in bridging the inference
path from the tail entities back to the related head entities.
Transitive means that the specified relation is inferable from
the path feature of the form “ri → r−1

i → · · · → ri”, which

Output inference results

KBs

Build knowledge graph 

Reasoning results fusion

Pattern discovery Build adjacent matrix

Learning & Reasoning
Compute transition 

probability

Extract relation-specific 
sub-graphs

Local

Inference

Procedure

Global

Inference

Procedure

Figure 3: Flow chart of the HiRi algorithm.

can be modeled with an odd-hop random-walk model. This
leads us to the second assumption:

Assumption II. The topological structure of the relation-
specific cliques may convey useful information for relation in-
ference, which can be employed to enhance the performance
of the random-walk based relational learning algorithms.

In designing of the problem-solving algorithm, we propose
a hierarchical structured random-walk model based on above
assumptions, a schematic flow chart of the proposed HiRi
algorithm is illustrated in Figure 3. Basically, the inference
process of HiRi consists of the following steps, greater details
of the implementation are given in subsequent sections.

(1) Global inference procedure: For each ri ∈ G, we
learn an global inference model f(h, ri, t) with a revised
PRA algorithm from the global knowledge graph G, in
which f(h, ri, t) denotes the probability of the random
event that there exists a relation ri between the entity
pair <h, t> from the global perspective.

(2) Local inference procedure: For each ri ∈ G, we
calculate a 3-hop transition probability matrix from the
relation-specific cliqueGi, so that for any given<h, ri, t>,
we could easily compute the probability (denoted by
g(h, ri, t)) of the random event that there exists a re-
lation ri between <h, t>, from the local perspective.

(3) Results fusion procedure: We merge the results from
the aforementioned two steps with a linear model. For
any given triplet <h, ri, t>, the final output is a rele-
vance score, denoted by score(h, ri, t), which indicates
the relevance of the entity pair <h, t> with regard to ri.

3.3 Learning Model For Global Inference
In this paper, we use a revised PRA algorithm for rec-

ognizing path features and for learning the global inference
models for each ri from G. As mentioned above, the major
difference between PRA and our implementation is that we
use undirected graph for path feature discovery. The direct
effect is to increase the chance of finding more plausible fea-

tures. Another difference is that we abandon the importance

weight parameter assigned to each facts to save labor costs.
For completeness, a brief review of the essentials of the

PRA algorithm is given in the following, more details can
be found in [7] and [8]. For any given relation ri, PRA tries
to find out all of the path sequences within 3-hop from each
h ∈ Hi to its direct neighborhood t, subject to t ∈ Ti. Some
additional constraints are also imposed over the random-
walkers, such as the first move can not choose ri.
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The qualified path sequences are called the path features,
which will be used to build a learning model for relational
inference on ri. Let Πi denotes the path feature set of ri, x
denotes the feature vector of entity pair <h, t>, which is an
instance of Πi, xj ∈ x represents the j-th element of x, which
is defined as the probability of a random-walker started from
entity h, after the path sequence πj ∈ Πi, reached entity t.
Let Θi represent the corresponding coefficients vector to the
feature vector Πi, θj ∈ Θi denotes the j-th element of Θi.
Let f(h, ri, t) denotes the strength of the possibility that
there exists relation ri in between entity pair <h, t>. The
global inference model can be represented as:

f(h, ri, t) = xT ·Θi =

|Θi|
∑

j=1

xjθj (3)

where |Θi| denotes the number of elements in Θi. The
parameter estimation process is described as follows. First-
ly, for each relation ri ∈ R, we construct a training dataset
Dati = {(xk, yk)} from G, where xk is an instance of Πi,
each xk is corresponding to a node pair <hk, tk> in G,
yk = 1 if <hk, ri, tk> ∈ Gi, else yk = 0. Secondly, the
parameter vector Θi is estimated by fitting a penalized lo-
gistic regression model, the target function is defined as:

Θi = argmax
Θi

(L(x,Θi)− λ1‖Θi‖1,−λ2‖Θi‖2). (4)

where λ1 > 0 and λ2 > 0 are ℓ1-norm and ℓ2-norm penalty
factors, the ℓ1 penalty encourages sparsity in the coefficients
of Θi, while the ℓ2 penalty shrinks the coefficients to prevent
over-fitting. L(x,Θ) is the likelihood function, defined as:

L(x,Θ) =

|Dati|
∑

k=0

(yk ln qk + (1− yk) ln(1− qk)). (5)

where qk denotes the probability p(yk = 1|xk; Θi), which
is defined with the following sigmoid function:

qk = 1/(1 + exp(−xT
k ·Θi)) (6)

After getting the coefficients vector Θi, for any given enti-
ty pairs <h, t>, we can compute the score of global relevance

of <h, ri, t> with Eq. (3), by constructing a feature vector
x for <h, t> from searching through the global knowledge
graph G. Next, we are going to compute the score of local

relevance of <h, ri, t>, according to the second assumption.

3.4 Random Walk For Local Inference
In this section, the scope of inference is limited to the

relation-specific clique Gi. Our objective is to infer new
beliefs from current beliefs by using of the first order Horn
clause rule, defined as follows:

ri(h, t
′) ∧ r−1

i (t′, h′) ∧ ri(h
′, t) ⇒ ri(h, t) (7)

where ri(h, t) denotes the triplet <h, ri, t> to be evaluat-
ed, ri(h, t

′), ri(h
′, t′), and ri(h

′, t) are triplets existed in Gi.
Our idea is that, if the inference rule (7) is applicable to a
relation ri with respect to entity pair <h, t>, it should be
reflected by the relation pattern of the facts existed in Gi.
The more evidence it provides, the more likely the inference

results are valid. A 3-hop random-walk model would be suf-
ficient to capture all such evidence in Gi, and the transition
probability of the random-walker from h to t can be taken
as the measure of the strength of the feasibility of ri(h, t).

In order to compute the transition probability efficiently
for all of the entity pairs in Gi, we resort to the transition
matrix representation of graph Gi. Firstly, we construct an
adjacent matrix Ai from Gi (as shown in right part of Fig.
2), in which each row is corresponding to a head entity in
Gi, and each column is corresponding to a tail entity in Gi.
Secondly, we construct two diagonal matrices Dh and Dt for
the head and tail entities in Gi, respectively. The diagonal
elements of Dh and Dt are the degrees of the corresponding
entities inGi. The 3-hop transition matrix between the head
and tail entities of Gi can be computed as follows:

Mi = (D−1
h Ai)(D

−1
t AT

i )(D
−1
h Ai) (8)

in which Mi[h, t] represents the probability of a random-
walker started from entity h ∈ Gi, after three moves along
the paths in Gi, finally appeared in entity t ∈ Gi. Based
on previous discussion, the score of local relevance of entity
pair <h, t> with regard to relation ri is defined as:

g(h, ri, t) = Mi[h, t] (9)

Given an entity pair <h, t> and a relation ri, we can
compute two relevant scores according to Eq. (3) and (9),
in which f(h, ri, t) is derived from the global structure of the
knowledge graph G based on our first assumption. g(h, ri, t)
is derived from the local structure of the relation-specific
clique Gi based on the second assumption. Next, we de-
scribe how to combine these estimators into a single measure
of relevance for entity pairs (with respect to specific ri).

3.5 Combine The Inference Results
In this section, we describe how to combine the strength

of the two inferential systems proposed in previous sections.
According to Eq. (3), f(h, ri, t) can be seen as a linear com-
bination of probabilities (recall that each xj ∈ x represents
the probability of the random event that a random walker
moves along the path πj from h to t on graph G). Since
g(h, ri, t) is also a probability of the same type, so that they
are additive. Which naturally leads to the following linear
equation for results fusion :

score(h, ri, t) = f(h, ri, t) + α · g(h, ri, t) (10)

in which α > 0 is a weighting factor that indicates the
relative importance of the local inference results. Note that
Eq. (3) is linear, thus the Eq. (10) can be rewritten as:

score(h, ri, t) =
(

g(h, ri, t),x
T
)

·

(

α
Θi

)

(11)

Eq. (11) should raise some doubt about the necessity
of the local inference process, because under the undirected

graph assumption, for most of the relation ri ∈ R (especially
the M:M relations), it is highly possible that the path feature

of the form “ri → r−1
i → ri” has already been included in

the path feature set Πi, which is exactly the same as the
situation considered the local inference process.

However, as we found by experiments, excluding the local
inference results from Eq. (10) will actually decrease the
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performance of HiRi (see Section 4.3), which indicates that
the effects of the information transitivity within a relation-
specific clique should be taken into account individually when
modeling the relation from GKBs. For ease of investigation
and interpretation, we rewrite the Eq. (10) as:

score(h, ri, t) =
ef(h,ri,t)

1 + ef(h,ri,t)
+ α · g(h, ri, t) (12)

In this equation, the contribution of all the global path
features are considered as a whole by using sigmoid function,
and the f(h, ri, t) score is mapped to range (0, 1). Since
now the value ranges of the transformed f(h, ri, t) scores are
comparable to the g(h, ri, t) scores, it will be much easier to
investigate the effects of the local inference results to the
relational learning model proposed above, and to interpret
the relative importance of the local and global inferential
process by varying the value of the weighting factor α.

4. EXPERIMENTS AND DISCUSSION
To evaluate the performance of the proposed algorithm,

we compared it with four representative algorithms proposed
for the relational inference tasks on large-scale GKBs, name-
ly PRA [8], RESCAL [15], TransE[1], and TransR[9].

The PRA algorithm is the most representative random-
walk based relational learning algorithm, which has been
successfully used in some large-scale GKB projects.

The other candidates belong to the latent factor models
family, in which RESCAL is a classical tensor factorization
algorithm which can be treated as a benchmark. TransE
and TransR are two of the most competitive structured em-
bedding algorithms at this time.

Besides, in order to test the validity of the assumptions
involved in the HiRi algorithm, we take the global inference
module individually as the baseline for comparison with
the proposed hierarchical random-walk scheme.

4.1 Data Sets
The evaluation is performed on two data sets extracted

from Wordnet and Freebase1, which were created by A. Bor-
des et al.[1], and have been frequently used in recent research
for performance comparison and evaluation[21, 9]. In order
to be in accordance with related works, these data sets will
be denoted as WN18 and FB15k in the rest of this section.
The statistics of the data sets are summarised in Table 3.

The FB15k data sets are sampled from the Freebase (a
practical large-scale knowledge base), which cover the facts
from almost all aspects of the physical world. Comparing
with WN18 data sets, which are sampled from a dictionary-
alike GKB, the knowledge distributions and structures of
FB15k are more close to reality and more comparable to
other industrial GKB products. For this reason, our discus-
sion will mainly focus on this data set. To further explore
the relation structure of FB15k, we manually split all of the
relations into four categories according to Eq. (2). Detailed
statistics are given in Table 4 and Table 5, respectively.

From Table 3, 4 and 5 one can see that there are 1,345
types of relations contained in FB15k, which are evenly dis-
tributed across four categories, however the distribution of
the number of triplets (i.e. edges of the knowledge graph) are
extremely unbalanced. The triplets with one-to-many and

1https://everest.hds.utc.fr/doku.php?id=en:transe

Table 3: Statistics of the data sets
Data set WN18 FB15k

#entities 40,943 14,951

#relation types 18 1,345

#triplets in training set 141,442 483,142

#triplets in validation set 5,000 50,000

#triplets in test set 5,000 59,071

Table 4: Distribution of the relations of FB15k
Categories 1:1 1: M M:1 M:M

Training set 27.36% 22.97% 29.29% 20.38%

Test set 25.50% 23.27% 28.92% 22.31%

Table 5: Distribution of the facts (triplets) of FB15k

Categories 1:1 1: M M:1 M:M

Training set 1.57% 9.48% 15.88% 73.07%

Testing set 1.48% 9.54% 15.12% 73.86%

many-to-many relations add up to 90% of the total number
of triplets in FB15k, which indicates that effectively dealing
with relation types belonging to these categories is critical
to the overall performance of the algorithm.

4.2 Experimental Setup
We follow the evaluation protocol used in [1] and [8].

Firstly, for each triplet <h, ri, t> in the test set, the head

entity h is replaced by each of the entities in the training set,
then we remove from this corrupted triplets set (denoted by
C) of all the triplets that appear in the training, validation
and test set, except the test triplet of interest. For each of
the triplets in C, we compute its relevance score by using the
algorithms on trial, after that the relevance scores are sorted
by ascending order to form a recommendation list. The rank
of the correct fact in this list is denoted by Rank(?, ri, t).

Secondly, repeat this procedure while this time removing
the tail entity t instead of h, and record the rank of the cor-
rect fact in this new list (of the ordered corrupted triplets) as
Rank(h, ri, ?). The rank of a test triplet <h, ri, t> reported
in this paper is the average of above two rank numbers:

Rank(h, ri, t) =
Rank(?, ri, t) +Rank(h, ri, ?)

2
(13)

Based on this definition, we report three measures of per-
formance in the tests, namely Hits@1, Hits@10, and the
mean reciprocal rank (MRR), explained as follows. The Hit-
s@1 score denotes the proportion of correct facts which were
ranked first by the algorithms on trial. Similarly, the Hit-
s@10 score is the average proportion of correct facts ranked
in the top 10 position. Empirically speaking, the Hits@1
score can be seen as the measure of predictive accuracy of
the inferential algorithm, while the Hits@10 score reflects
the recall rate of the algorithms (since in many real-world
expert systems, top 10 recommendation is a psychological
boundary of the acceptable length of the recommendation
list for manual inspections). The MRR score is defined as:
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Table 6: Experimental results on WN18 dataset

Algorithms MRR Hits@1 Hits@10

HiRi 0.691 79.1% 90.8%

Baseline 0.667 65.4% 67.9%

PRA 0.458 42.2% 48.1%

Rescal 0.431 10.2% 52.8%

TransE 0.495 11.3% 89.2%

TransR 0.605 33.5% 91.7%

MRR =
1

N

∑

<h,ri,t>∈G

1

Rank(h, ri, t)
(14)

where G refers to the test set, N denotes the number
of triplets in G. The MRR is a normalized score of range
[0, 1], an increase in its value reflects that the majority “hits”
will appear higher higher in the ranking order of the recom-
mendation list, which indicates a better performance of the
corresponding relational inference algorithm.

4.3 Overall Performance
For experiments with HiRi, we selected the optimal config-

urations by grid search, the penalty factors λ1 and λ2 were
set to 0.001 and 0.001 for all of the tests in this section.
For all data sets, the weighting factor α is varied from 0.0
to 12.0 with step size 0.1, the best models were selected by
early stopping using the MRR score on the validation sets.

The test performance of the different algorithms on both
data sets are reported in Table 6 and Table 7 for compari-
son purposes, in which the best results of each column are
highlighted in boldface. We first compare our work with
other related works (except the Baseline algorithm). The
test results show that HiRi consistently outperforms PRA
and those three LFM algorithms in terms of both MRR and
Hits@1. However, there are two exceptions when consid-
ering the Hits@10 scores. In these cases, HiRi is found to
perform comparable to TransR (on WN18) and TransE (on
FB15k), respectively, but the difference is neither significant
nor consistent (this issue will be further discussed later).

To sum up, the comparison between HiRi and other al-
ternative algorithms indicates that the recall rate of HiRi is
consistently in accordance with the best performed method-
s, while its MRR and Hits@1 scores are notably better than
alternative methods. Since MRR represents the (inverse)
average ranking position of the correct facts in the recom-
mendation list, and Hits@1 means the first round hit proba-
bility, all these improvements can offer considerable benefits
for practical applications and better user experiences.

Next, we further investigate the difference between HiRi
and other two RWM algorithms by looking at their respec-
tive performance on each data set. Experimental results
show that on both data sets, the Baseline algorithm consis-
tently and significantly outperforms PRA. Meantime, it was
outperformed consistently and significantly by HiRi. Since
the Baseline algorithm can be seen as the undirected graph

based PRA, a direct conclusion obtained from above results
is that the undirect graph assumption made in this paper is
effective in promoting the performance of the random-walk
models, but this is not enough for a successful inference al-

Table 7: Experimental results on FB15k dataset

Algorithms MRR Hits@1 Hits@10

HiRi 0.603 54.3% 70.3%

Baseline 0.515 49.7% 54.3%

PRA 0.336 30.3% 39.2%

Rescal 0.354 23.5% 44.1%

TransE 0.463 29.7% 73.4%

TransR 0.346 21.8% 65.5%

gorithm. The obtained solution can be further improved by
imposing the local structure information on the algorithm.

4.4 Fine-Grained Analysis
In this section, we take a closer look at the impacts of

the localized inference to the overall performance of HiRi,
by tuning the weighting factor α and inspecting respectively
the test results on each category of relations. Since there are
only 18 relations contained in the WN18, the FB15k data
set was used for all the tests in the following discussion.

We first test the impact of α on each of the three perfor-
mance measures used in this paper, the numeric results are
depicted in Figure 4. Simulations are done for α varying
in the range [0, 12] with step size 0.1. The dash lines rep-
resent the performance of the Baseline algorithm, which is
equivalent to setting α = 0 in the HiRi algorithm.

As shown in Figure 4(a), 4(b), and 4(c), almost the same
behavior can be observed for all of the three measures, an
inflection point appears at α = 0.5 for all observations. In
comparing with the Baseline, the value of MRR, Hits@1,
and Hits@10 with respect to the peak point achieves an im-
provement of approximately 17.09%, 10.06% and 29.47%,
respectively. These results reveal that the reasoning ability
of the random-walk model can be further enhanced by in-
troducing a localized inferential mechanism into the system.
More than that, the numerical results also indicate that in
practice, there exists an appreciable amount of relations that
can be inferred from their local structures.

Figure 4 also shows that, after reaching the peak value
at α = 0.5, all of the three performance indicators started
to decrease as the weighting factor α increased. Among
which the MRR and Hits@1 score seemed to be affected
more seriously, and eventually at α ≥ 9.0, the Hits@1 score
even dropped below the Baseline level of performance. This
indicates that the results of the global and local inference
procedures are complementary to each other, both of them
are necessary to the random-walk inference models.

We also notice that in Figure 4, the Hits@10 score decreas-
es slightly with the increase of α, and its value remained
above 70% for all α ∈ [0.5, 12]. This is in contrast to the
rapid decrease behavior observed in MRR, which indicates
that the increment of α will likely result in a substantial
downgrading of the ranks of the correct results, in which
about 30% of the relations will be significantly affected in
FB15k test set. In order to understand the reason of this
discrepancy in between the recall rate of different relations,
we manually partitioned the 1,345 relations in FB15k test
set into four categories, then perform tests on each of them
with the HiRi algorithm, the results are depicted in Figure
5. Some conclusions can be drawn from Figure 5 as follows.

Firstly, The MRR scores of HiRi are highly and positively
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Figure 4: Evaluation of the impacts of α in HiRi on FB15k test set

correlated with its predictive accuracy (measured by Hit-
s@1 scores) on all the four category of relations, and both of
them declined steadily after the peak value has been reached,
which indicates that the inference accuracy of HiRi depends
on both of the global and local inference results. Howev-
er, the Hits@10 recall rate of HiRi are found to be quite
insensitive to the variation of α on all of the relation cat-
egories after the peak value had been reached, except on
M:1 relations it shows a clear downward trend in the re-
call rate at α ≥ 3.5. The stability of the Hits@10 scores
indicates that the inference results provided by both of the
two inference procedures of HiRi are largely consistent with
each other, while the variation of MRR and Hits@1 (and
Hits@10 on M:1 relations) reflects that there exists some d-
ifferences between the resulting list of the local and global
inference procedures, indicating that both of them provide
a one-sided view of the general patterns of the relationships
between entities, and can be fine-tuned by varying the value
of α to provide better performance than either method alone.
These results clearly support our second assumption about
the effectiveness of making use of the connection structures
in relation-specific cliques to improve and to enhance the
performance of the relational retrieval models.

Secondly, each of the performance curves displayed in Fig-
ure 5(b) and Figure 5(d) possesses a clear flex point at ap-
proximately α = 0.5, which suggests that the incorporated
local inference procedure is especially helpful in cases of rea-
soning on 1:M and M:M relations. This also reveals that the
global random-walk inference model can not make full use
of the information available in these relation-specific cliques.
However, as can be seen from the variation of the MRR and
Hits@1 scores in Figure 5(a) and Figure 5(c), incorporating
a local inference procedure into the HiRi algorithm may only
cause a slight decrease in the predictive accuracy. The most
plausible explanation of this phenomenon is that the first
order Horn clause rule of the specific form “ri → r−1

i → ri”
might not be suitable for relational inference in such cases.

Thirdly, we notice that both of the MRR and the Hits@1
scores of HiRi are less sensitive to the variance of α on 1:1
and 1:M relations than on other two category of relations,
which indicates that the inference results of the global and
local inference procedures of HiRi are relatively more con-
sistent with each other on 1:1 and 1:M relations than on
other relations. This observation suggests that the reason-
ing power of random-walk models on 1:1 and 1:M relations is
mainly coming from the internal structures of the relation-

specific cliques, which can be modeled effectively by use of
the proposed local inference method. However, since the
interconnections between relation-specific cliques are delib-
erately neglected by the local inference procedure, it can
not capture the inferrable relation sequence patterns other
than of the form “ri → r−1

i → ri”, thus a global inference
mechanism is a necessary requirement for capturing such in-
formation from the data, this again verifies the validity of
the proposed hierarchical random-walk inference scheme.

Finally, as can be seen from Figure 5(b) and Figure 5(c),
the performance of HiRi exhibits clear differences with the
increase in α on 1:M and M:1 relations. Perhaps the only
explanation that can be put forward for this observation is
that, the directionality of the relations might play a role in
affecting the performance of HiRi, which seems in conflict
with our first assumption that the GKBs should be modeled
with undirected graphs. In order to justify the validity of
this assumption, and to seek a deeper understanding of the
reasoning power of the random-walk models, we perform
tests on each category of relations on FB15k respectively.
Results and discussions are presented in the next section.

4.5 Further Investigation
In this section, we provide more evidence on the validity of

our solution by taking into consideration the directionality
of the relations in the experiments. The tests are performed
on each category of relations respectively with four selected
algorithms. Since our HiRi algorithm significantly outper-
forms other related approaches in terms of Hit@1 and MRR,
hence for clarity of presentation in the paper, we only focus
our discussion on Hit@10 scores of the tests in this section.
The numerical results are reported in Table 8.

Firstly, test results show that the Baseline algorithm per-
forms better on three category of relations (1:1, 1:M, and
M:1) compared with PRA. Further, comparing the Baseline
algorithm with HiRi, one could see that the differences of
their performance are trivial, which suggests that the su-
perior performance of HiRi with regard to PRA is mainly
resulting from our first assumption. It is worth noting that
the most significant improvement was found in dealing with
1:M relations, both of the undirected RWM algorithms out-
perform PRA with improvements of approximately 200%,
which provides a solid evidence for our first assumption.

Secondly, by comparing the performance of HiRi with
PRA and Baseline algorithms on M:M relations in Table 8, it
is clear to see that through adopting the undirected graph as-
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Figure 5: Evaluation of the impacts of α on Hits@10 of HiRi, on four category of relations in FB15k test set

sumption, the Hits@10 score was improved by 40.49% (Base-
line vs. PRA), while after incorporating the local inference
results into the inference model, the Hits@10 score was im-
proved again by 54.15% (HiRi vs. Baseline). This helps in
verifying the validity of our second assumption, which claims
that some type of relations are more inferrable than other
relations, such information can be modeled and learned from
the structure of the relation-specific cliques, to enhance the
inference ability of the random-walk based models.

Lastly, Table 8 shows that HiRi outperforms TranseE on
three of the four category of relations, except on M:M re-
lations (with a 3.26% discrepancy), combining with the ob-
servation that the local inference mechanism only helps in
improving the recall rate of HiRi on M:M relations, which
suggests that the major advantage of the latent factor mod-
els is that they can make full use of the structure information
of GKBs by using of the matrix factorization techniques,
while such information can not be utilized sufficiently in
PRA through learning from the path features extracted from
the global knowledge graph. However, on the other hand,
this “advantage” can also become a disadvantage of the la-
tent factor model, in that it tends to fit the data too closely,
and thus resulted in a loss of generalization ability. In fact,
this may seriously affect the accuracy of the inference results
provided by such approaches, especially in dealing with in-
complete and unbalanced knowledge graphs. In contrast,
the random-walk models are less affected by this problem,

because the focus of RWMs is to discover the inferrable re-
lation patterns to build inference rules. We also notice that
the parameter estimation process of the RWMs are based on
supervised learning techniques, which means that their gen-
eralization ability will largely depend on the learning model
and the training data.

However, it is still reasonable to expect that the RWM
solutions are more flexible than the LFM solutions, in that
they are not restricted to perfectly fit of all of the facts ex-
isted in the training data (as required in LFMs). As can
be seen from Table 8, the generalization ability of HiRi is
confirmed by the fact that it achieves better recall rate than
TransE on most of the relations (more than 78%, according
to Table 4). Combining with the results reported in Table
7, we could conclude that by adopting the undirected graph
assumption, and by introducing a local inference mechanis-
m into the model, the random-walk models can be superior
to the latent factor models in terms of both the accuracy
and the recall rate, which makes it a promising candidate
for further investigation and application.

5. CONCLUSIONS
We propose in this paper a novel hierarchical random-walk

inference algorithm (HiRi) based on two assumptions drawn
from our empirical studies. There were two important find-
ings in this study. First, we found that since the relations
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Table 8: Evaluation of Hits@10 on FB15k test set
Categories 1:1 1: M M:1 M:M

HiRi 89.5% 60.5% 92.3% 70.6%

Baseline 89.5% 60.0% 91.4% 45.8%

PRA 63.3% 20.4% 81.4% 32.6%

TransE 71.5% 49.0% 85.0% 72.9%

are semantically bidirectional, the undirected graph repre-
sentation of the knowledge graph can be effectively used for
learning the first order Horn clause rules from the GKB-
s, which we believe to be essential for better understanding
the existing methods and for designing new models. Second,
we found that the path feature of the form “r → r−1 → r” is
of special importance to relational learning for some specific
type of relations, and we work out a simple but very effective
solution for utilizing such information in a RWM framework.
Regarding future work, our plan is to further explore the
performance of the HiRi algorithm on more large-scale data
sets, to examine the practical consistency of the proposed
inference model, and to further improve the algorithm per-
formance, then make it publicly available to the community.
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