
STATISTICAL MODELS FOR UNFORMATTED TEXT 

Christopher Landauer 
System Development Corporation 

2500 Colorado Avenue 
Santa Monica, California 90406 

O ,  Abstract 
In this note, we will describe some of the outstanding problems concerning 

statistical information retrieval models, and the underlying stochastic language 
production models they assume. The problems can be separated into classes according to 
the underlying language model, wnlCh can be either a sequence model or a grammar model. 
Both Kinds of model are based on a stochastic process, but there is a different filter 
for the realization. The grammar models use a stochastic context sensitive grammar, and 
the sequence models use a hlgh order Markov chain. 

Most of these problems cannot be solved without experimentation with information 
retrieval concepts and systems. Most information retrieval systems that currently exist 
have had to make operational assumptions about the answers to these questions. It is 
e x p e c t e d  that more Precise Knowledge of solutions for these Problems will s i m p l i f y  the 
design and improve the effectiveness of statistical i~formation retrieval systems. 
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l .  I n t r o d u c t i o n  
T h i s  n o t e  d e s c r i b e s  some of t he  o u t s t a n d i n g  p rob lems ,  i n  t he  a r e a  o f  s t a t i s t i c a l  

Information retrieval from unformatted natural language text, including the language 
production models that form the foundation of many Information retrieval systems. A 
segment of unformatted text is a sequence of sentences, or paragraphs, or even chapters, 
that does not contain any content labelling information beyond the text words 
themselves, we will allow special words to be marked, such as proper names, 
geographical names, or foreign words. 

We are mainly concerned with modelling the information contentof unformatted 
text, according to certain models derived from some simple language production models. 
These models are Known not to be sufficient for detailed language analysis, but it has 
been shown that they can be successfully applied to information retrieval problems, me 
will concentrate on statistical approaches to text retrieval, in order to avoid dealing 
with hard problems of semantics. This restriction of the approach provides a 
flexibility that other approaches do not, especially in cases where the language domain 
cannot be limited in advance. The relation of these problems to current work on 
structured databases is beyond the scope of this note. 

We will begin with a note on out terminology for models. A framework is a 
mathematical object, together with various funct|ons that operate on such objects. On 
the other hand, a model Includes an ObjeCt as well as one or more hypotheses on its 
behavior for the application. In other words, a mathematical object can be a framework, 
a n d  a p r o c e s s  c a n  be a mode l .  
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Each of our models for information retrleval automatically |mplles certaln 
performance predictions, either in terms of the statistical distributions of various 
text features, or in terms of specific retrieval or Jmplementatlon strategies, where it 
is convenient, we also try to state these predictions, in order to suggest that they be 
formally tested as experimental hypotheses. 

Reference [6M] describes a particular information retrieval system, In which 
these considerations arose. It is expected that the questions have a rather wider 
apPlicability. 

2,  Language Production Models 
We discuss two types of language Production models, stochastic and qrammatlC~l. 

Each model can be used at any one of several levels of detail, including letters, 
syllables, or words. For convenience, we will call the basic object an item. In both 
cases, the underlying Process driving the model is stochastic. Note that we do not 
assume that language is actually generated by stochastic processes, only that certain 
aspects of the syntax of language can be described by stochastic processes. 

2 . 1 .  Window or Sequence Models 
The sequence model assumes that the production of language can be described by a 

stochastic process, in particular a Markov chain with a finite number of states. Given 
the relative frequencies of occurrence of all sequences of n items, we use an 
(n-l)-order MarKov chain, where the states are the items qeneratedo Thus each item is 
chosen according to its actual distribution among all sequences with the same previous 
(n-l) items. The sequence length n iS called the window size of the model. The 
computation of the appropriate frequencies is a simple problem, though time consumlno, 
given a database of Item sequences. 

Various extensions of the sequence model can be formulated, including one with 
variable length sequences, In this case, some care Dust be taken to insure that the set 
of sequences for which frequencies are computed is sufficiently large to define the 
stochastic process. 

2.2. Grammar Models 
The grammatical models assume that the proouctJon of language can be described 

by a context sensitive grammar ( or a context free grammar In some cases ). The 
Production of i t e m  sequences Is governed by a stochastic process that chooses one 
element of a set of applicable Production rules, expanding each remaining nontermlnal 
symbol. The Computation of frequency statistics for these models can either assume 
that the grammar is given, and collect statistics from parses of elements of a database 
of item sequences, or it can attempt to infer the grammar also, 

A stochastic context free grammar produces the same language as its underlylnq 
context free grammar, with the same derivation sequences, The rules are applied to the 
remaining nonterminal symbols independently of previous rule applications, and are 
chosen according to the given probabilities. The rule applications are therefore not 
statistically independent, since a rule may produce a new nontermlnal Symbol that did 
not occur in the partlaily generated sequence. 

2 . 3 .  Language Model Problems 

Problem: using sequence model 
A sequence model seems to produce meaningful sequences of  items 
with lengths greatly exceeding the window size, when they are 
used with a sufficiently large database. However, as the size 
of the database continues to grow, the lengths of these 
meanlngful sequences of items decrease to some ( limltlnq? ) 
average value, 
How close is this limit to the original window size? We claim 
that it is not much more than the window size. 
What is the best mathematical estimate for thls limiting v a l u e ?  

P r o b l e m :  u s i n g  g rammar  model  
I n d e p e n d e n t  r u l e  a p p l i c a t i o n  i n  a s t o c h a s t i c  c o n t e x t  f r e e  
g rammar  does n o t  a d e q u a t e l y  mode l  e i t h e r  n a t u r a l  o r  most  
artificial l a n g u a g e s ,  One way t o  introduce d e p e n d e n c e  in t h e  
rule apollcatlons Is to consider partial derivation sequences 
( Independent rule application Is the case when sequences are 
l i m i t e d  t o  l e n q t h  1 ) ,  Then a s e q u e n c e  model  i n  t h e  d e r i v a t i o n  
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sequence space proouces a set o f  rule apPliCations that depend 
on previous rule applications. 
The collection of statistics for thls model is also easy, given 
a sufficiently large set of derivations from the language. 
How much better does t h l s  model perform when t h e  window slze 
for derivation strings increases? 

3. Information Retrleval Models 
For the purPoses of thls note, an Information retrieval mode] relates the 

information content of a segment of text to a language Production model, we will call 
the basic unit of text a message, and assume as an approximation that each message Is 
independently produced. For example, we might consider a message to be a single 
sentence from a long segment of text, or it might be as much as a complete newspaper 
article ( say ). The choice of message size wlll certainly have a nontrlvlal effect on 
reasonable retrieval strategies, and this fact must be considered for each 
implementation. 

The PUrpose of the information retrieval system Is to accept a query from a 
user, and return those messages that are estimated by the system to be relevant to the 
user query, ran~ed by an estimated value for the relevance, The algorithm used to 
=ompute estimated relevance wlll be based on its value as a predictor of information 
content, according to the underlying model. 

There are basically two kinds of retrieval models, just as there are two kinds 
of language production models ( of concern in this note ). The statistical models 
assume that the information content of a message can be derived from the distributions 
of Its words ( or item sequences ). The grammatical models augment the same assumption 
with a more detailed description of the important seouences of items. 

we will use the Phrase "content term" to denote any feature of a messaqe that is 
used to represent Its meaning to the retrieval system, Such a feature Is usually a 
word, word stem, or phrase derived from the words In the message, but It may 
occasionally be some other feature, identified ( perhaps ) by a special Process. It is 
beyond the scope of this note to describe all the possibilities here. It wlll suffice 
to consider the content terms to be particular words from the message. 

3 , 1 ,  ~tatlstlcal ~odels 
The simple statlstical models for information retrieval are based on a 

stochastic analysis of the query. It Is assumed that the query can be adequately 
described by its set ( or sequence ) of content terms. It is further ( usually ) 
assumed that the word occurrences are independent, so that the comparison of ~essages to 
queries Is simpler. 

The comparisons are statistical, according to one ( or more ) of a bewildering 
array of similarity measures, Many of these measures have statistlcal or computational 
properties that recommend them, but the most important of these Properties Is a relation 
to a classical correlation computation ( the vector space terminology of many of the 
definitions simply obscures this connection, as discussed in reference [bM] ), In 
reference [NM], the reader may find a detailed comparison of many of these measures, and 
in reference [RB], another interpretation of the connection to statistical correlations. 

3.2. Grammatical Models 
The grammatical models are distinguished from the sequence models by the 

application of some Klnd of grammatical analysis of the query. However, since we are 
still trying to avoid the semantics, we wlll restrict our grammatical ana]ysls to a 
feature recognition role. In other words, the grammatical analysis Is used only to 
identify certain syntactic constructions within the ouery, so that they can be used as 
terms In the comparison process. 

ae are not ruling out a linguistic analysis of a query, We are simply 
describing some things that can be done without it, we expect that a radical 
improvement in statistical information retrieval systems will only come by lncorporating 
both general and specific linguistic knowledge, as well as specific world knowledge of 
the application domain. However, we think that the statistical methods have somethlna 
to offer in their generality ( which is Preclsely their weak point as well ). 

3 . 3 ,  Information Retrieval Problems 

Probleml generating simulated databases 
MOSt simulated databases are generated by collecting a set of 
independent word distribution models together, or assuming a 
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particular form for the dependencies. Does a StOChaStic 
context free grammar provide a better model of the distribution 
Of word occurrences? 

Problem: selecting terms 
Words make good terms for many Kinds of retrieval system, since 
they are ( relatively ) easily recognized, and are known to 
have some relation to actual information content. Are there 
any other easily described and recognized structures that might 
make good terms ( such as certain kinds of phrases )? 

Problem: selecting content terms 
Are statistical features sufficient to allow an effective 
choice of 'important' terms from a preselected set of 
possible terms? 

Problem: computing term associations 
Computing relations between terms can often improve retrieval 
perfor~nance. The most common measures of relatlon compare the 
distributions of two terms according to various similarity 
measures, 
Is It enough to use occurrence data? What comparison measures 
for dlstrlbutlons are most effective? 
Word order within a message is not required for small message 
databases. Is It regulred, or even helpful, for large message 
sizes? 
Can we distinguish different types of association, SUCh as 
dependencies and adJacencies, from other common occurrence 
patterns? 
For large databases, the comparison of all pairs of content 
terms can take too much time, How much can the computation 
be reduced by approximations or other assumptions? 

4, Summary 
In thls note, we have described some current problems with statistical methods 

for information retrieval from unformatted English text. Some of the Problems represent 
serious obstacles to the improvement of retrieval effectlveness, and some are only 
curiosities ( at present ). Most of these Problems are derived from a particular 
retrieval strategy, bUt they relate to many other strategies based on statistical 
analysis. 

Space-time limitations preclude dlSCussion Of several other problems that face 
designers and implementors of these systems. We do not Know how best to access large 
message collections, though It seems to be agreed that partitioning ( but how? ) Is a 
useful concept. ~e do not know how best to relate words to each other at a lexical 
level, wlth stemming, or some other inexact matching technlgues. We do not know how 
best to incorporate Knowledge as part of the processing, either as data, as models, or 
as procedures. 

Finally, it should be noted that even as the auestlons were posed from many 
points of view, so also the answers may be valuable from different points Of view, 
ranging from implementations on one slde to theoretical foundations on the other. 
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