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This paper describes some aspects of a project with the aim of developing a user- 
friendly interface to a classical information Retrieval t/R) System in order to improve 
the effectiveness of retrieval. The character by character approach to IR has been 
abandoned in favor of an approach based on the meaning of both the queries and 
the texts containing the information to be sought. The concept space, locally derived 
from a thesaurus, is used to represent a query as well as documents retrieved in 
atomic concept units. Dependencies between the search terms are taken into 
account. The meanings of the query and the retrieved documents (results of 
Elementary Logical Conjuncts (ELGs) ) are compared. The ranking method on the 
semantical level is used in connection with existing data of a classical IR system. 
The user enters queries without using complex Boolean expressions. 

1. Introduction 

1 .I - From Keywords to Information Structures 

The basis for most Information Retrieval (IR) systems consists of determining the ab- 
sence or presence of keywords in conjunction with their counting and distribution 
information. It can be said, therefore, that as a rule IR systems are based on a purely 
statistical examination of text. The meaning of these keywords (usually called terms 
or descriptors) is hardly ever used in today’s IR systems; in fact, many authors ex- 
plicitly state that these systems should not “attempt to ‘understand’ the content of a 
document” [VRI 791 when indexing or retrieving information. Since classical retrieval 
algorithms have a character by character approach to information handling, the 
meaning of the texts is ignored. 

The performance of 1R systems based on such statistical techniques has improved 
considerably over the years; nonetheless, it is expected that these techniques will 
soon reach their limit. 

The keywords to be employed by a retrieval algorithm are usually issued by a user. 
In striking contrast to the statistical view taken by the IR system, the user invariably 
associates a meaning with such a keyword. In order to express what information is 
needed, the user reasons in terms of concepts. In addition, it is not until a query is 
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formulated, that these concepts are Vansformed into an appropriate set of keywords. 
As a result, the success of a query depends heavily on this transformation which is 
made by the user. It is still questionable, whether the transformation made subcon- 
sciously by the user corresponds exactly to the one made by the information sup- 
plier. 

Given the reasons outlined above, we feel that the only way to improve IR processes 
is by studying information :;tructures on a somewhat higher level than is currently 
done. The character by character approach to IR has to be abandoned in favor of an 
approach based on the meaning of both the queries and the texts containing the 
information to be sought. This also irnplies that the syntactic level has to be clearly 
separated from the semantic level: the former being based on keywords, the latter 
on concepts [BAE 84, SCH 871. 

More precisely, a keyword is the character string to be used as identifier to the con- 
cept which is considered to be an adequate interpretation of that keyword. As a 
matter of fact, it is usually the case that there are several keywords identifying the 
same meaning (synonyms). Because several independent keywords can be 
assigned to the same text, these keywords sometimes identify concepts which have 
a similar meaning. Unfortunately, such similarities are not always detected by the 
classical IR techniques. 

Concept c 
Figure l-1 

Consider a concept space consisting 
of three concepts A, B and C. 

1.2. Using CIassical IR Systems 

A possible base for the concept space 
would consist of the following eight 
independent components: 

{(Anl3nC),(AnBn-C), 
(An-&-C) ,(-,AnBnC) , 
(An-,Bn-4),(,An8n7C), 
(YArrTBnC) , (-,An,BhC)) 

According to [WON 853 and [SCH 871, 
these components are called atomic 
concepts. With this base, every concept 
is the union of four atomic concepts. 

Tod.ay’s commercially available IR systems provide access to many millions of facts 
and citations, covering a wide range of subject areas. As they are extremely useful, 
they are extensively used by all kinds of institutions both in the public and private 
sectors. Unfortunately, the logical design of most of these systems was done in the 
early seventies. Compared to todays techniques they are rather old-fashioned. 
However they are so well established and contain such a great deal of crucial infor- 
mation that it is very unlikely that they will change their appearance in the near fu- 
ture. So we are faced with the fact that a standard user will have to use the IR sys- 
tems of today for some time in the future. That’s one reason why we suggest to im- 
prove the usage of the available interface. 

Another reason is that up till now, IR research has had very little impact on the de- 
sign of operational IR systems. One of the reasons might be that most research has 
been conducted on smatl laboratory systems containing collections of only a few 
hundred documents. (e.g. the Extended Boolean Retrieval [SAF 831 has never been 
used in connection with classical IR systems). Most of these laboratory systems 
were not designed to run with large documenIt collections (i.e. performance is not 
consiidered). 
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We are trying to overcome this lack of realism by developing a front-end to an 
existing classical IR system with the aim of improving retrieval effectiveness com- 
pared to the effectiveness of direct usage of the same system. In addition, the front 
end offers the user similar features to those of the system Caliban [FRJ 831. As in 
Caliban, we are making extensive use of both modern graphics capabilities and the 
avaiiability of inexpensive locaf storage. The belief is that more intelligent interfaces 
may become part of commercially available IR systems sometime in the future. 

Every designer of a front-end to a classical system is restricted to the kind of infor- 
mation obtainable from the host databases as well as the amount of information that 
can be stored locally. One example of such a restriction is that there are usually no 
term frequencies within documents available in classical systems. Hence, no 
mechanisms involving these frequencies can be implemented [MOR 821. 

likewise, there are no a priori relevance data available relating the document col- 
lection to a query. In [FUH 871 it has been shown, that in our envirunment (classical 
IR systems in combination with search terms taken from a controlled vocabulary) no 
improvement over a simple coordination level matching can be achieved with 
probabilistic search term weighting. For this two and other reasons we did not use 
the probabilistic search term theory. 

It’s a fact, that it is immensely difficult for an average user to compose a query which 
will retrieve exactly those documents he or she envisaged [COO 83, HEI 82, MOR 
82, SAL 821. The user is often confronted with either too many or too few information 
items in the answer set. 

The main reason for this situation is that most operational classical IR systems rely 
on Boolean queries which consist of unweighted terms and which operate on un- 
weighted descriptors. The meaning of these terms and descriptors (their concepts) 
is usually not taken into account by the retrieval algorithms of commercial systems. 
Furthermore, 5oolean IR systems are usually unable to rank the individual infor- 
mation items of the resulting set. This is the reason why we demonstrate in this sec- 
tion how lengthy Boolean queries can be decomposed into simpier parts. In subse- 
quent sections, these parts are going to be used both by retrieval and by ranking 
algorithms. 

It is to be noted that every Boolean expression in n terms ti can be represented as a 
disjunction of conjunctions, the so called “Disjunct Normal Form” (DNF). 

Example: 

(tl OR t2) AND (t3 OR t2) AND t4 = (ty AND t2 AND tg AND t4) OR 
(tl AND t2 AND NOT t3 AND t4) OR 
(tl AND NOT t2 AND t3 AND t4) OR 
(NOT tl AND t2 AND t3 AND f4) OR 
(NOT tl AND t2 AND NOT t3 AND t4) 

Such a DNF consists of a number of 
conjunctions which are called Hementary 
Logical Conjuncts (ELC), i.e. given n terms 
t1,t2, **-, tn, an ELC is 

n 

..--’ -, .- : . -. 9. 
: - l . 

,-’ 
. . 

. 

f-i bti), where ti is either the identity or the 

i=l 

NOT operator. Figure 1-2 
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Notice that n terms yield 2” possible ELCs. The set of documents resulting when an 
ELC is submitted as a query to a Boolean IR system is called the #result of the ELC. It 
can be shown that the sefs of documenls induced by the ELCs of a Disjunct Normal 
Form are disjoint. 

In order to rank the information items of the resulting set, a ranking algorithm usually 
assigns a numerical value to every item and arranges the items in decreasing order 
of these vatues. One of the most common ranking algorithms produces values which 
are 21 function of the number and weights of terms common to the query and the item 
description. 

We pursue another approach: The information items are retrieved ini disjoint groups, 
each of which is the result of an ELC. As the items of the result of an ELC contain 
identical search terms, the assumption is that these documents have a similar con- 
tent. This is why we decided to assign <the same weightto these information items. In 
order to do that, we define a virtual document [Dml consisting of all the not negated 
terms of ELCm. 

This virtual document [Dm] determines the weight of the entire result of ELCm. 
W(EL.Cm) = RSV([Dm]), where RSV([DmJ) is the Retrieval status Value of the vir- 
tual document [Dm]. 

Note that all the individual documents represented by the same [DmJ are weighted 
identically by our weighting algorithm.. Likewise, this algorithm does not take into 
account document terms not belonging to [Dm]. 

1.3. Dependencies between Search Terms 
Most IR models assume independence of document features. 

However, every human that handles information knows that the various concepts 
employed to describe information are far from being independent of each other, 
Human beings implicitly assume dependencies between the concepts. These de- 
pendencies have to be defined exactly as soon as an information structure is con- 
sidered. Here an information structure is meant in the sense of well defined 
knowledge about a specific domain of discourse [SCH 871. 

Wherl handling information, such information structures play an important role, as 
they express the dependencies between concepts. Human indexers are used to 
dealing with information structures -- normally in the form of classifications and 
thesauri -- when analyzing and describing information, i.e. when classifying or 
indexing an information item. Nonetheless, at the other end of the IR process, at the 
actual retrieval, these information structures are seldom used. 

Some theories have been suggested for use in IR systems which take advantage of 
feature dependencies : 
. The coefficients used in the well known Bahadur Lazarsfeld Expansion are 

difficult to estimate as features in relevant documents. 
l The Maximum Spanning Tree [VRI 791 model is restricted to dependencies 

between certain term pairs. 
l The Generalized Term Dependence Model [YU 831 was never used in a prac- 

tical environment. 
. 117 the Generalized Vector Space Model (GVSM) [WON 851, atomic concepts 

are defined by co-occurrence data. 
. In [WON 861, the GVSM is extended to handle situations where queries are 

specified as (extended) Boolean expressions. 
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Most of these theories are based on some statistical measure (e.g. co-occurrence 
data) instead of information structures. It is our belief that retrieval can be improved 
significantly if the retrieval algorithms are based on those information structures 
which were previously used to model the information base. 

2. Information Structures 

2.1. Thesaurus 

We restrict ourselves to thesauri consisting of a finite set of terms T and of the three 
binary relations SY, NT, and RT. These relations are regarded as subsets of TxT 
such that 
(a,b) E SY iff b is an exact synonym of a; (a,b) E NT iff b is a narrower term of a 
(a,b) E RT iff b is a related term of a 

These or equivalent relations are supported by many commercial thesauri (e.g. 
[INS], [EURJ). Although these particular relations are usually explained in the intro- 
ductory part of the thesaurus, it is often unclear what they really mean. The descrip- 
tion of the FIT-relation is notably often unsatisfactory. A formal semantics for the 
above relations has been developed in [SCH 871. 

Figure 2-1 shows a minute thesaurus with nine terms that have been taken from 
[EUR]. The NT-, SY-, and FIT-relations consist of six, two and six pairs respectively. 

1 
“electronic “processing RT 

equipment” m information” o ’ 1 “informatics” 

L 
0 

“computer” RT “processing “industrial RT 
0 data” informatics” 

“robotics” - 
0 (In W 

b 
NT 

NT mrrowcr Lcrm 

“home SY + “personal 
SY synonym 

computer” ~c) * computer” (PcI RT rclatcd ux~n 

Figure 2-l 

It is to be noted that in this thesaurus the term “computer” is not related to the term 
“informatics”. But the term “computer” is indirectly related to the term “processing 
information” using the term “processing data” (interpretation of [SCH 871). 

2.2. Deriving Concept Spaces from Thesaurus 

In this section we will present an algorithm to deduce a concept space representa- 
tion from the thesaurus representation (Theoretical details to be found in [SCH 871). 

The concepts are represented as sets. Each member of these sets represents an 
atomic concept. Given a thesaurus T, the concept space is constructed according to 
the following algorithm : 
. The algorithm uses two tables in order to construct the concept space. The first 

is called the atomic concept->term table (ACT) and contains records of the 
following type: 

- the atomic concept type (simple element set or double element set), the 
atomic concept code (integer number) and the term codes array. 

-279- 



The second is called the ferm,+atomic concept Mb/e (‘TAC) in which the fol- 
lowing records are stored: 

- the term string, the term code (integer number), the term type (top-term or 
not top-term) and the afomic concept co& array. 

In the first step of the algorithm an atomic concept is assigned to each term (if 
two or more terms are synonyms, then the assigned atomic concept rnust be 
the same) and a record is inserted into the TAC table. 

For each created atomic concept, a record is inserted into the ACT table with 
the following components: the atomic concept type (simple element set), the 
atomic concept code, the assign’ed term code (or the assigned term codes, in 
the case of synonyms); 

An atomic concept is assigned to each pair of related terms of the thesaurus 
and a record is inserted into the ACT table with the following components: the 
atomic concept type (double element set), the atomic concept code and the 
term codes cf both terms in the pair. 

The atomic concept assigned to a pair of related terms will be assigned sepa- 
rately to each term of the pair (and obviousfy to synonyms of these terms). 

For each top-term of the thesaurus, its narrower terms are recursively traversed 
(with a depth-first procedure) ancl the stored information is copied. An internal 
mark is used to avoid double coplfing. 

Using the thesaurus of figure 2-l the following two tables result: 

ACl’: ctype accede tcodes TAC: termstrina tcode top accodeq 

single 1 3 processing data 1 no 5.10 

single 2 6 computer 2 no 4,8,10 

single 3 8 electronic equipment 3 Yes 1,4,&l 0 

single 4 2,3 home computer 4 no 8 

single 5 135 personal computer 5 no 8 

single 6 6,7 processing information 6 yes 2.5,6,9,10,11 

single 7 83 industrial informatics 7 no 6,ll 

single 8 2,3,4,5 informatics 8 yes 3,7,9,11 

double 9 698 robotics 9 no 7,ll 

double 10 1,2,3,6 
double 11 6,7,8,9 

Figure 2-2 shows the concept space of the example thesaurus given in Figure 2-1. 
This concept space consists of 8 concepts generating 12 atomic concepts: a~, 012, . . . . 

a12- 

An example is the atomic concept rr6 which belongs to the concepts of PROCESS- 
ING INFORMATION and INDUSTRIAL INFORMATICS. In Figure 2-2, CX6 corre- 
sponds to the shadowed area. Atomic concepts can be expressed by a Boolean 
expression consisting of the original concepts. In the case of ~16, the corresponding 
Boolean expression is: w = (IE~P~In~C~~D~lIn,R~E-l) 
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INFORMATICS 
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ROBOTICS a’7 a3 

II 
/ 

,,INDUSlltiA[ INFORMATICS 

=xs 8X11 ax9 

4x4 

PROCESSING DATA 

UZlO 

PROCESSING 
fNFORMATION 

a2 

al coMpuTERS~~ 
ELECTRONIC EQUIPMENT 0212 

I I 

Figure 2-2 

In the concept space, the dependences between terms are given by the topology of 
the corresponding concept sets. When the s&s are disjoint, the terms are indepen- 
dent (e.g. computers and informatics are independent, which have disjoint atomic 
concept sets). A set is contained by the other if the corresponding concept has a 
restricted meaning (e.g. the concept of COMPUTER is a restriction of the concept of 
ELECTRONIC EQUIPMENT). 

The above algorithm has been used to construct a concept space from the INSPEC 
thesaurus [INS] (with 7127 Terms, where some inconsistencies had to be removed 
first). This concept space consists of 14481 atomic concepts. The system presented 
in section 5 is working on documents contained in the INSPEC database. 

3. Concept based Queries and Information Items 

3.1. Concept Space Representation 

Let us, examine a query based on the sample concept space of section 2.2. 

Query: ROBOTICS / iNDUSTRlAL LNORMATICS / PROCESSING DATA 
Weights: 0.5 1.0 0.4 

The query can be represented by the vector (O,O,O,O,l,l ,t ,O,O,l ,I +h,O) in the 
concept space. 

The parameter h is a weighting factor indicating the increasing importance of an 
atomic concept to which several original concepts have contributed. Such multiple 
contributions have already been acknowledged in [BAE 841 where his implicitly set 
to 1. We hypothesize that the actual value of h depends on the particular concept 
space as well as on the user’s interpretation. However, the effect of varying the 
value of h is still under investigation. 

Let us assume that there is a document described by the two keywords “computers” 
and “processing information”. Such a document obviously contains information 
about the concepts “COMPUTER” and “PROCESSING INFORMATION” and is rep- 
resented by the vector (0,1,0,1 ,t ,1 ,O,l,l ,1 +h,l ,O) in the concept space. It is to be 
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noted that although the term “robotic.s” is not assigned to this particular document, 
the concept of “ROBOTfCS” is partly included as can be seen from the vecto’r repre- 
sentation (cx11) . 

3.2. Concept Space based Similarity 
In our model, query and documents are both represented in the vector space con- 
structed from the atomic concepts. The conc:epts of the query alnd the retrieved 
documents are compared. 

The similarity evaluation needs weighted atomic concepts. B&tschi [BAE 841 pro- 
posed assigning a weight of 1 to every atomic concept. 

Based on intuition we propose the following weighting scheme: 
. The weight of an atomic concept tXi with respect to the concept Ci is defined as: 

W(Ci) 
wi (ai) ‘= ](ak)akE cj}l 

if Cci occurs in Ci and 0 otherwise. The sum of weights of 

all atomic concepts with respect to a given Concept Ci is equal to the weight of 
Concept Cj. 

. If an atomic concept occurs in different concepts, it might have different weights 
according to the above formula. There is no reason, for the weight of an atomic 
concept to decrease, if it occurs in another concept too. That’s why we define 
the weight of an atomic concepf ai as w(a$ := MAX(wi (ai)). 

Example: 
w( II) wlI @g) := 2 ; Wp (a6) := W(P) 6 ; wx (~4 := 0 for alf other concepts 

‘f”b6) := MAX ($, ‘33 0.5 

Different similarity measures of the vector space model are compared in section 4.3. 
Within the framework of the vector space model Wong [WON 871 presented a 
statistical similarity measure between document and query. In his approach the 
assumption that term vectors are pair-wise orthogonal is not required. Instead of 
using the standard cosine function his similarity is based on the entropy function. 

4. Concept based Retrieval and Ranking 

4.1. Basic Algorithm 

Evaluating a query means comparing the query with information items and identify- 
ing those items which best satisfy the information need of the user. As pointed out in 
section 1, it is our objective to base the retrieval process on the semantic rather than 
the syntactic level. Using the concept space and ELCs we will develop an algorithm, 
how to retrieve documents from a classical fR System. 

Figure 4-l explains how the retrieval and ranking process is composed of a number 
of individual steps (step 1 to step 10). 

1 The query is formulated as a set of weighted search terms taken from a the- 
saurus. We transform the terms of the user query into concepts. Based on intui- 
tion, we use as weight of a concept Ci the weight of the corresponding search 
term: w(Cj) := w(Termj). 

2 The n-dimensional concept space is restricted to the k dimensions necessary 
to represent the atomic concepts induced by the query terms. The query is 
represented in this space as a weighted atomic concept vector. 

3-4 Disjoint groups of similar documents are identified as the results of ELCs. In 
this section, only documents containing the issued query terms are identified, 
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whereas in section 4.2 documents containing similar terms (having atomic 
concepts in common with query concepts) are identified as well. 

5-6 Using the virtual documents, ELCs can be represented by the atomic concepts. 

7-8 This semantic representation is then used to compute a similarity (see defini- 
tions in section 3.2) between the query and various virtual documents [Dm] 
yielding a ranked list of retrieved documents. Note that the search term weights 
are taken into account when the ELCs are ranked. 

Our ranking algorithm is based on the similarity between the ELCs and the 
query. Since these similarities depend exclusively on [Dm], they can be evalu- 
ated even before the query is submitted. This is called a p-e-ranking: 

9 ELCs with highest weight are submitted first. 

IO The documents are retrieved set by set (the best documents are retrieved first), 
ranked according to the similarity computed previously. 

semantic level Concept Space syntactic level Term space 

query is a set of 
weighted terms 

Sinzifar documents 
set of ELCs 

ranked disjoint groups 
of documents 

Figure 4-1 

Let us examine a query based on the sample concept space of section 2.2. 

Query: robotics / industrial informatics / processing data 
Weights: 0.5 7.0 0.4 

The represen 
FI C 

Query 

1 {RW} 
2 (RII} 
3 VW1 
4 {ll,D] 

5 {RI 
6 VI 
7 PI 

Hions of the query and the ELCs in atomic concepts are: 

-me_CC?w_CCe;z OL8(XqaloAUJ3 
(0. 0, 0, 0, 1, 1, 1, 0, 0, 1, 1 +h, 0 ) 

(0, 0, 0, 0, 1, 1, 1, 0, 0, 1, l+h, 0 ) 

(0, 0, 0, 0, 0, 1, 1, 0, 0, 0, l+h, 0 ) 

(08 0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 0 ) 

(0, 0, 0, 0, I, 1, 0, 0, 0, 1, 1, 0 ) 

( 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 7, 0 ) 

t a 0, 0, 0, O? “I, 0, 0. 0, 0, 1, 0 ) 

( 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0 ) 
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Let IJS examine the Boolean query “robotics AND industrial informatics AND NOT 
processing data” (on the syntactic level) which retrieves documents described by 
the terms “robotics” and “industrial informatics” but not by the term “processing data”. 
These documents contain the concepts ROBOTICS and INDUSTRIAL INFOR- 
MATICS. In the chosen base of atomic: concepts, their representation on the seman- 
tic level is (O,O,O+O,O,l ,I ,O,O,O,t +h,O) . 

The produced ranking is listed in section 4.3. 

It would not be difficult to implement the extension mentioned by [CAK 873 (a query 
is a clescription of a finite set of “perfecl!” documents) to our algorithm. 

4.2. Algorithm using Additional Concepts 

In our example of 4.1 only the three concepts corresponding to the three query 
terms are used by the retrieval algorithm. However. parts of other concepts (such as 
COMPUTERS) are implicitly included in the query due to overlap in the concepts 
space. These additional concepts can be identified via the atomic concepts which 
create additional query terms and hence different and additional ELCs. Careful 
attemion has to be paid to the fact that the number of El-Cs may become very high. 
This is why we leave the selection of these additional terms to the user. The rest of 
the algorithms of section 4.1 remains unchanged. 

Let us suppose that in the example above the user decided to extend the query by 
“processing information” (P), “informatics” (I), and “computers” (C). The following 
table shows the concept space representation of some ELCs being formed with the 
3 original query ten 
ELC 

1 (R,TI,D) 

lb [R,IT,D,P,I,C} 

lc (W,II,D,P,I) 

Id (R,II,D,P,C) 

le (II,II,D,I,C) 

If (IZ,TI,D,P) 

lg 1 RKDJ 1 
lh (R,IT,D,C} 

2 (R,Tr) 

2% (R,II,P,I,C) 
0 

0 

s and the 3 extension terms. 

~l~2.~-~~-~~-~-~~-~-~~~-rn~~~~~l2 
( 0, 0, 0, 0, 1, 1, 1, 0, 0, 1, 1 +h, o> 
( 0, 1, 1, 1, l+h l-i-h, 1+x, 1, l+h, 1+2x, 1+3x, 0) 

( 0, 1, 1, 09 1 +h, 1+-h, l+h, 0, 1+x, 1.L 1+3x, 0 ) 

( 0, 1, 0, I, l+h, l-th, 1, 1, 1, 1+2x, 1+2x, 0 ) 

( 0, 0, I, 1, 1, 1, l+h, 1. 0, l+h. 1+2x, 0 ) 

( 0, 1, 0, 0, 1+x, I-&, 1, 0, 1, l+h, 1-+2x, 0 ) 

( 0, 0, 1, 0, 1, 1, l+h, 0, 1, 1, 1+2x, 0 ) 

( 0, 0, 0, 1, 1, 1, 1, 1, 0, 14, 3+x, 0 ) 

( 0, 0, 0. 0, 0, a, 1, 0, 0, 0, 1+x, 0 > 

( 0, 1, 1, 1, I, l-c-h, l+h, I, l++h, l+h, 1+3x, 0 ) 

(0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0) 
f&LO.. CL--1. 1-I. I.]. L&L&Q1 
(0.1. Q--o.AL-2.J. Q.I.I.&Q1 

Lo.r.J. 1. ,LI, I. LLLLLGL-I+R.Ql 
LQ-1. 1. L-1. I. 1. Q-L&L-L-111 
( 0, 1, 0, 1, 1, 1, 0, I, 1, l-ch. I, 0 ) 

( 0, 0, 1, I, 0, 0, 1, 1, 0, 1, 1, 0 ) 

( 0% 1, 0, 0, 1, 1, 0, 0, 1, 1, I, 0 ) 

( 0, 0, 1, a 0, 0, 1, 0, 1, 0, 1, 0 ) 

(0. 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0) 

--284- 



4.3. Comparison with other Algorithms 

Since our algorithm represents both the query and the ELCs in terms of atomic con- 
cepts, our ranking algorithm relies entirely on semantic concepts. This is in contrast 
to the usual ranking algorithms which rely on terms. 

In order to assess this kind of ranking, we compare it with three published al- 
gorithms which are using--at least to a certain extent--the ELC approach. 

1) The Coordination Level Matching. A query consisting of a number of search 
terms for which the evaluation process favors those items in the output set 
which contain many matching index terms [COO 831. 

2) The algorithm described in [SAL 821 can be explained with the function: 

w(ELC) = gxi 

( 1 

2 n 
+ Cqi where xi=1 and qi E Inverted Document Frequency 

i=l i=l 
(IDF) of the term i, if ti occurs positively in the ELC; otherwise xi=0 and qi=O. 
The first part of the sum dominates the second, thus yielding an improved 
coordination level matching algorithm. 

3) The Algorithm used in [HEI 821 and [JAM 791 can be explained with the func- 
n 

tion: w(ELC) = Cqi as defined above. 
i=l 

Radecki [RAD 871 has used the virtual document approach too. He proposed to 
assign weights to the virtual documents based on the probability ranking prin- 
ciple(PRP). In our opinion it is impossible to apply the PRP to classical IR systems. In 
general the needed parameters can not be estimated. 

However, it is not only the algorithm which influences the result of a query but also 
its similarity measure. This is why we measured the similarity in the concept space 
employing two different functions: 
. the well known cosine measure. 
l the entropy function introduced by [WON 871. 

The table below illustrates the results of the various algorithms with the value of h 
set to 0.5 and the weights of the atomic concepts according to the formulas of sec- 
tion 3.2 User assigned weights are assumed to be identical to the IDF. 

Independence Algorithms Concept Space 

1 2 3 Cosine EnrroIw 

Rank1 FI Cl (3) FI .Cl (10.9) FI Cl l.1.9) FLCI (1 .oj Fl Cl (1 .o\ 

Ranl&ELC2 (2) ELCZ &a ELC2 (1.51 ELC4 (0.949) ELC4 (0.9341 

ELC3 (2) ELC4 15.4) ELC4 (1.41 ELC2 (0.919) ELC2 10.885) 

FI C3 (0.8471 FLC4 (2) ELC3 (4.9) FI C6 (1,O) ELC6 (0.868) 

ELC5 (1) FLC6 (2.0) FI C3 (0.9) FI C3 (0.854) El ,C6 10.7971 

ELC6 (I) j=l c5 (1,5) ELCS (0.5) ELC5 (0.769) FL.CS (0.7051 

FLC7 (11 ELC7 (I .41 !El C7 (0.4) -mC7 (0.393) - FI C7 (0.403 

All the five algorithms rank ELCl highest. Algorithm 1 and 2 simply take into account 
the number of query terms assigned to a document, whereas Algorithm 3 accounts 
for the fact that a single positively occurring term may have a higher weight than the 
sum of the weights of two other positively occurring terms. A common weakness of 
the first three algorithms is the lack of information about the semantics of the terms. 
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A good way of comparing the different results is to observe the positions of ELC2 
(R,II) and ELC4 {II,D). The concepts “ROBOTICS” and “INDU~STRIAL INFOR- 
MATICS” depend on each other whereas the concepts “INDUSTRIAL INFOR- 
MATICS” and “PROCESSING DATA” are independent. 

The matching algorithm 1 is unable 1.0 distinguish the virtual document D2 from D4, 
whereas algorithms 2 and 23 rank Dz: higher than D4- Contrastingly, the algorithms 
based on the concept space prefer D4 over 0:~. Based on common sense, this order 
seems to be better as documents covering independent search concepts should be 
ranked higher than documents covering dependent search concepts, especially if 
these concepts have similar weights. 

Based on various such experiments we found: 

A model using atomic concepts performs better than a model where no dependen- 
cies between concepts or terms are taken into account. This is not surprising and 
has been shown by Wong [WON 871 as well. In addition, Wong pointed out that the 
entropy function yields better results l:han the standard cosine function. 

In contrast to the example above our tests with more terms showed differences be- 
tween the cosine and the entropy function. We cannot yet verify, which one is better 
in general. Experiments are currently under way investigating the effect of varying h, 
using different similarity measures and assigning different weights to atomic con- 
cepts. 

As pointed out in 4.2, a query can be extended by additional terms which are identi- 
fied through the atomic concepts they have in common with concepts of the original 
query. If such an extended query is decomposed into ELCs, usually many more 
ELCs result than would be the case with the original query. 

The same process which was previously described assigns weights to these ELCs. 
With this data we implemented another way of ranking documents, which itself pro- 
duc:ed some surprising results. 

Let us take our old example and compare the rank order of the following four virtual 
documents: (R,P,C),(R,P),(P,I,C},(P,I) (= I&d], [D5f], [D8bJ and [D8c]). See the 
Appendix for weights produced with the various similarity measures. 

Matching algorithms 1 to 3 are unable to distinguish all the extensions due to a par- 
ticular original ELC (e.g. ELC5, ELCZb, ELCSc, . . . ELC5h get the same ranking). For 
that reason {R,P,C} and (R,P} appear towards the end of the list having the same 
weight as the virtual documents (R}. -rhe additional similar terms in {R,P,C} and {R,P) 
are not considered. Likewise, documents which do not contain at least one of the 
original search terms are not found by these algorithms (e.g. {P,I),{P,I,C)). 

The concept based algorithm ranks (P,l} at a top position because this document 
contains the broader terms of all query terms. These broader terms are related in the 
same way as the query terms. For sirnilar reasons (R,P) is ranked at a top position. 

The positions of (R,P,C) and {P,l,C} have been improved by our concept based 
algorithm because the additional non query concepts contain atomic concepts 
covered by the query. The relations within the virtual documents are similar to the 
relations within the query concepts. 

5. Overview of the System CB-AIR 

An experimental interface to the Boolean IR system Data-Star of Radio Switzerland 
was developed in 1986 and 1987 using the concept space approach. This interface 
calred CB-AIR (Goncept Based - Advanced Information Retrieval) consists of three 
parts: 
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. A user interface based on the graphics screen, the three button mouse, and the 
keyboard of the personal computer Ceres [EBE 871 allows the user to select 
terms graphically from a local copy of a thesaurus. 

. An intermediary part constructs weighted ELCs, performs pre-searching, pre- 
dicts the results of ELCs from previous results of the same session, generates 
the necessary requests, translates the requests into the command language of 
Data-Star, and interprets the results. 

. A terminal emulator performs some routine functions. 

f 
Partrtronrng, order& 
and local evaluation 

A 
Translate to External 

Information 
ITranslate r Internal 1 

Permission T 
End of Msg ? 

4 

’ . 
. 

. . 
I 

. . . 
. M. . . . . ..I mm mm--m- - ---. m-.--m.. .mm-. m I----.. m-. 

Figure 6-1 

The system is written in MODULA-2. Due to the modularity of the software, weighting 
functions can easily be exchanged and compared. The algorithm of Jamieson as 
well as concept based similarity functions are implemented. 

The interface built allows the user to express queries in a more natural way than is 
the case with most existing classical systems. In particular, it is no longer necessary 
to formulate queries in the form of complex Boolean expressions- In addition, 
retrieval results are not presented to the user as huge unstructured sets but as lists 
of ranked items. 

Further details on the implementation and on the results of the experiments carried 
out with our method shall be presented at a later date. 

6. Conclusion 

We are convinced that the method described above improves retrieval results when 
using classical Boolean IR evaluation. This is mainly due to the fact that queries and 
information items are no longer compared on a character by character basis, but 
rather on the basis of their meaning. Additionally, significant documents not found 
by standard methods are returned at the beginning of the ranked result list. 

These improvements are accomplished by translating terms into concepts, and by 
decomposing these concepts into elementary semantic units. We call these units 
atomic concepts and use them as the base of the concept space, a space which can 
be derived from such traditional information structures like thesauri. The query itself 
consists of weighted terms which have been issued by the user of the system. It is 
then decomposed into Elementary Logical Conjuncts (ELCs) to which weights are 
assigned by the algorithm described above. 

The query decomposition and ra;;hing produces the weighted ELCs which are sent 
to the commercial Boolean IR system. The end user interacts exclusively with the 
workstation through a user friendly interface, an interface which allows to formulate 
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queries without using Boolean operal:ors. The output is delivered in a ranked order. 
In conclusion, we would like to emphlasize that our system does not operate on an 
experimental test collection but on the bibliographic database of a commercial 
information supplier. 
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Appendix Weights of ELCs 

IndeDendence NlodeI[~f,$!$l 0.99061 
I II 0.99061 llsed Alaorithm: #.3 

PC wm 
1 to lh 1.9 

2 to 2h 1.5 

3to3l-l 1.4 

4 to 4h 1.0 

~~~~j’l 0.99043 

[ R: D. P. I, C I 
0.99043 
0.98565 

0.97924 
0.97924 
0.97883 
0.97883 

0.96996 

0.95720 
0.95720 

0.94910 

0.94850 

0.94769 

0.94727 
0.94727 
0.94727 

0.94030 

0.93469 

0.93469 

0.92603 

0.92449 

0.90447 

0.90392 

0.85135 

0.84783 

0.84526 
0.84526 

0.82684 
0.82684 

0.82648 

0.82299 
0.82299 

0.80085 
0.80085 
0.80085 

0.28943 

0.2838 i 

0.3(?466 

6 to 6h 0.5 
7to7h 0.4 

ConceDt st3ace 
cosine - Function 
PC Weiab 

;;$;I 
:-iii 

IFi. 
ip-11 1.Q 
f R, II, D. P, I] 0.99869 

[ R, II, D, P, I, C] 0.99760 

[R,hD,Pl 0.99587 
[ II. 0, P. II 0.99587 
[ R. II, P. I, c I 0.99583 

0.99522 
0.99522 
0.99525 

[P. I. Cl 0.99522 
0.99451 
0.99451 
0.99331 
0.99331 

0.99303 

[ R, II, D, P. C ] ;.W;; 
[ll,D,P.I.C] . 
KS? 

I 6 D: P. 1 I 

0.99128 0.99128 

0.99104 

[ Il. D. P. C 1 
1 11, Q C I 
[P*Cl 
r 11, c 1 
[D,Pl 
r 111 
t D. P. C I 
[RD.ll 
[J%D,I.Cl 

[ 6 II 
[Dl 
[D,Cl 
ICI 
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Concern si3acq 
Fn~rmwEfunction 

WeiaM 

t;$,ql t.0 

[Ii 61 1.0 1.0 
/P. I1 1.0 
[ R 11, D, P, I] 0.99952 
[ R. II, D. P, I, C] 0.99849 

;p;*p”‘I’;’ 0.99720 

; $;I p$ I 

0.99720 

0.99674 

p+p:j;l 0.99674 0.99674 
/P. /. Cl 0.99674 

[ R, II. P, I, C I 0.99665 

1 R, 11, P, C 1 0.99597 
[ 11, p, J, c 1 0.99597 
[ R. D, I’. I I 0.99574 

[ ;$;I 0.99526 

~ ~, $ ~j II 
0.99526 

0.99525 

[ R: IL’D, I, C] 

0.99525 
0.9951 a 

[R,P,I,C] 0.9951 a 

ET 0.99452 

[ R: ll:D, P, C ] 

0.99452 

0.99443 
[ II, D. P. 1. C I 0.99443 

[ R, 11, P, II 0.99412 

All ohter ELCs with 
weights less than 0.994 


