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Abstract  

A new model named Boolean Latent Semantic In- 
dexing model based on the Singular Value Decompo- 
sition and Boolean query formulation is introduced. 
While the Singular Value Decomposition alleviates 
the problems of lexical matching in the traditional in- 
formation retrieval model, Boolean query formulation 
can help users to make precise representation of their 
information search needs. Retrieval experiments on a 
number of test collections seem to show that  the pro- 
posed model achieves substantial performance gains 
over the Latent Semantic Indexing model. 

1 Introduct ion  

Most information retrieval methods depend on exact 
matches between words in users' queries and words in 
documents. Typically, documents containing one or 
more query words are returned to the user. However, 
lexical matching methods can be inaccurate when 
they are used to match a user's query. Since there are 
many ways to express a given concept (synonymy), 
the literal terms in a user's query can not match those 
of a relevant document. In addition, most words 
have multiple meanings (polysemy), so terms in a 
user's query may literally match terms in irrelevant 
documents[5]. The Latent Semantic Indexing (LSI) 
tries to overcome the problems of lexical matching by 
using statistically derived conceptual indices instead 
of individual words for retrieval. The LSI assumes 
that  there are some underlying or latent semantic 
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structures in word usage that  is partially obscured 
by variability in word choice[5]. 

Nowadays, most of the commercial information re- 
trieval systems use the extended Boolean retrieval 
model because trained users can make precise rep- 
resentation of their information search needs using 
structured Boolean operators[3]. Previous research 
also supports the argument by showing that  the ex- 
tended Boolean models usually outperform the vector 
models in information retrieval[2]. Since it is difficult 
for untrained users to generate an effective Boolean 
search request, several methods are introduced which 
reduce the role of the search intermediaries by making 
it possible to generate Boolean search formulations 
automatically from natural language statements pro- 
vided by the system patrons[l,  3, 4]. The queries 
generated by these automatic methods exhibited sim- 
ilar performance to manually constructed Boolean 
queries by experts. 

Unfortunately, both in the vector model and the 
LSI model, it is not possible to distinguish query 
phrases using a n d  connectives from or connectives. 
In this paper, we propose a new information retrieval 
model named Boolean LSI model which makes the 
LSI model possible to process Boolean query formu- 
lations. 

2 LSI Mode l  

The main idea of the LSI model is to map each docu- 
ment and each query vector into a lower dimensional 
space associated with concepts. The specific form of 
this mapping is based on the Singular Value Decom- 
position (SVD) of the corresponding te rm/document  
matrix A. After a weighting scheme has been ap- 
plied to each element of A, the SVD of the matr ix A 
is computed by the following equation. 

A = U E V  T 
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In this equation, the (m x n) matr ix U and (n × 
n) matr ix V are orthogonal, i.e. u T u  = v T v  = 

In. And, the singular values of A are defined as the 
diagonal elements of ~ which are the non-negative 
square roots of the n eigenvalues of ATA[6]. 

The first k columns of U and V and the first k di- 
agonal elements of ~ are used to construct a rank-k 
approximation to A as defined in the following equa- 
tion. 

Ak = Uk~kV[ 

Using the rank-k model Ak, the associated vector 
space represents a semantic structure for the term 
and the document. Each term vector qi in the vector 
space is in the ith row of Uk whose columns are scaled 
by the k singular values of ~k[7]. 

For the purpose of information retrieval, a user's 
query must be represented as a vector in k- 
dimensional space and the vector is compared to doc- 
uments. The user query can be represented by 

4 = qTUk~kl 

where q is simply the vector of words in the user 
query, and the right multiplication Z~l  differentially 
weights the separate dimensions[7]. 

3 Boo lean  LSI M o d e l  

The Boolean LSI model allows one to combine 
Boolean query formulations with characteristics of 
the LSI model. We use the P-norm model to pro- 
cess Boolean query formulations and the LSI model 
to compute the weight wij of the term ti in the doc- 
ument dj. 

In the LSI model, the term ti and the document 
d 3 can be represented as k-dimensional vectors by 
the Singular Value Decomposition. To compute the 
degree of similarity of ~ and dj, we should transform 

into a pseudo-document vector. Therefore, ~/ is 
scaled by E~i .  The degree of similarity of the term ti 
and the document dj can be quantified by the cosine 
of the angle between ~E~  1 and ~ .  

First, we define ~blj as 

W i j  ---- 8 /m(~k l , d3  ") -- ~/~-1 .~j 

where ~ is the ith row of Uk and ~ is the j t h  row 
of Vk. 

Since ~ij  is the cosine similarity, it varies from - 1  
to 1. As in the P-norm model, the weight is laid 
between 0 and 1. So we define wij as follows. 

~bij if@ij > 0 
wij = 0 otherwise 

Consider, as an example, a document D with as- 
signed terms A and B and let w A and ws  represent 
the weights or importance of the two terms in the 
document, 0 < WA, WB < 1. A term weight of 0 indi- 
cates that  the corresponding term is not assigned to 
an item; a weight of 1 represent a fully weighted term, 
and weights between 0 and 1 are partial term assign- 
ments. Given queries (A and B) and (A or B),  it is 
possible to define the following query-document sim- 
ilarity functions between these queries and the docu- 
ment D = (WA, WB). 

sim(Q(A and B), D) 

sim(Q(A o~ B), D) 

, / ( 1 -  WA) 2 + (1--  wB) 2 
1 V 2 

= i w +w 2 

4 E x p e r i m e n t a l  Resul t s  

The performance of the Boolean LSI model has been 
systematically compared with the vector model and 
the P-norm model, as well as the LSI model. We 
have utilized the following two standard document 
collections: (i) MED (1033 document abstracts in 
biomedicine received from the National Library of 
Medicine) and (ii) CISI (1460 document abstracts in 
library science and related areas extracted from So- 
cial Science Citation Index by Institute for Scientific 
Information). 

We removed stopwords from document collec- 
tions and stemmed terms using the Porter  stemmer. 
Words occurring in more than one document were se- 
lected for both the LSI and the Boolean LSI indexing. 
The t f  • idf weighting scheme is used for the vector 
model, the LSI and the Boolean LSI model. Since the 
weight of the P-norm Model should be laid between 0 
to 1, the P-norm model uses log(t f +  1)----!-q-~-~ for its 

m a x  za I 
weighting scheme. In the LSI and the Boolean LSI 
model, t f  • idf weighting scheme has been applied to 
each element of the original te rm/document  matrix, 
and a reduced dimensional SVD of it is calculated. 

Figure 1 represents average precision versus recall 
curves for four distinct retrieval models. The con- 
densed results in terms of average precision recall are 
summarized in Table 1. In the MED and CISI collec- 
tions, the performance of the P-norm model is bet ter  
than that  of the vector model and the performance of 
the Boolean LSI model is bet ter  than that  of the LSI 
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Figure 1: Precision at 11 standard recall levels for 4 
models 

model. However, the performance of the LSI model 
is not always better than that of the vector model. 
It is noticeable that the performance improvement of 
the Boolean LSI model over the LSI model is similar 
to that of the P-norm model over the vector model. 

5 C o n c l u s i o n s  

We have proposed a new model called Boolean LSI 
model for information retrieval. This new model al- 
lows one to combine Boolean query formulation with 
characteristics of the LSI model. It can take advan- 
tages of the LSI model and the P-norm model. First, 
it can alleviate the problems of lexical matching in 
the traditional information retrieval models. Second, 
it can also utilize the representation power of Boolean 
query formulation. The experimental results showed 
that the performance improvement of the Boolean 
LSI model over the LSI model is similar to that of 
the P-norm model over the vector model. 

Vector 0.498 - 
P-norm 0.512 +2.8% 

LSI 0.631 - 
Boolean LSI 0.660 +4.6% 

I 0.172 
0.212 +23.2% 

I 0.163 
0.180 +10.3% 

Table 1: Average precision for 4 models and relative 
improvement 
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