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Abstract

Methods for learning weights of terms using relevance infor-
mation from a learning set of documents have been studied
for decades in information retrieval research. The approach
used here, Dynamic Feedback Optimization. starts with a
good weighting scheme based npon Rocchio feedback, and
then improves those weights in a dynamic fashion by test-
ing possible changes of query weights on the learning set
documents. The resulting optimized query performs 10—
15% better than the original when evaluated on the test set.
We discuss the constant tension between describing what a
relevant document. should contain, and describing what the
known relevant documents do contain.

1 Imntroduction

In the typical information retrieval environment, includ-
ing both ad-hoc interactive retrieval and document filtering
based on long-term information needs, an original query is
submitted to a system which then returns documents for in-
spection. Users then look at those retrieved documents and
submit a new query based upon their original need and the
returned documents. Relevance feedback is the process of
automatically altering an existing query using informnation
supplied by users about the relevance of previously retrieved
documents.

Relevance feedback has been an important research topic
for well over 25 years [Ide71, Roc71, R§76, SBY0]. [ncreased
attention has been paid to relevance feedback in the past
several years due to both the lucreased acceptance of sta-
tistical information retrieval systems which can easily use
relevance feedback, and the effects of the TREC conferences
[Har93, Har94, Har95]. Evalnation of relevance feedback on
the small pre-TREC test collections was notoriously diffi-
cult. The TREC routing environment offers a straightfor-
ward context in which relevance feedback can be evaluated
and compared.
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Recent work of our group at Cornell and others has
centered on expanding the original query by large num-
bers of terms which occur in the relevant documents
[BSAY3, BAR94, BSAS95, BSAYY, HC93, BCUNI5]. We've
shown that effectiveness continues to increase even after
adding hundreds of terms using Rocchio’s weighting ap-
proach [Roc71]. Robertson et al. at City University
[RWIH95] in TREC 3 showed very nice improvements by
being much more selective about which terms to add, but
possibly considering large number of terms. This was done
by adding terms to the query only if the terms improved
retrieval effectiveness on the learning set of documents.

The approach of Dynamic Feedback Optimization is sim-
ilar to C'ity’s in that the query is optimized based upon re-
trieval effectiveness on the learning set of documents. But
while ity used the process to select query terms, our main
goal here is to optimize the query weights of the already
selected terms.

The modified Rocchio weighting formula used in our ex-
periments is
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Query terms with overall negative weights are dropped.

The set of terms occurring in the learning set relevant
documents for the query is ranked by the number of rele-
vant documents in which each term occurs. Those terms
occurring most often are added to the original query, and
all terms are reweighted using the Rocchio formula. Then
small changes are made to each term weight in turn, run-
ning the changed qnerv on the learning document set, and
evaluating the result. If there is an improvement, then the
changed term weight is kept, otherwise it reverts back to
the weight at the beginning of the pass. This is done for
each term in the query, and the process is then repeated for
maultiple passes over the entire query.

We can formulate four conjectures about the outcome of
the proposed procedure:

e Conjecture 1: Retrieval shonld be improved on the test
set of documents as long as the changes to each term
are kept reasonably small.



Learning good weights for terms based upon a learning
set of documents in general should improve performance of
a query. However, it is very possible to tailor a query to the
particular relevant documents in the learning set. Those
groups investigating probabilistic dependency models in the
early 1980’s discovered this (e.g., see [YSB83]). Retrospec-
tive experiments that tested the weights using the same col-
lection also used to generate the weights showed large im-
provements. The dependency models had great power in
describing what a seen relevant document looked like. But
they had much less predictive power to retrieve unseen rel-
evant documents effectively. Thns it is important not to
overfit the query to the learning documents. Starting with
a good quality query, such as a Rocchio weighted query,
and allowing only restrained changes, should ameliorate the
overfitting problem.

¢ Conjecture 2. The original query should become less
and less important as the quality of the weights of the
added terms increases.

Theoretically, the relevance evidence from the learning
set of documents should be sufficient to determine weights
for a query, independently of the original query (assuming
enough relevant documents have been found). In practice,
though. it has been important to maintain a high weight for
original query terms. One problemn has been the poor quality
of the expansion terms and their weights; the terms very
often have little to do with relevance. The expanded query
tends to lose its focus. If most of the highly-weighted terms
are good quality, then the emphasis on the original terms
should be decreased to allow the full effect of the learning
information to come through.

o Conjecture 3. Independent evalnation of changed
weights should be better than sequential evaluation.

A sequential approach to learning weights, where the
base query is potentially modified after every term, is quite
dependent on term order. Some rclevant documents may
have different focuses, and it is possible for one focus to dom-
inate the others if a good term for that focus occurs early in
the list of query terms. That term will be highly weighted
and the relevant documents with that focus will get highly
ranked. Other terms which describe a different focns will
tend not to get highly weighted because they will lower the
rank of documents related to the initial focus, while failing
to raise the rank of documents dealing with other focuses.
Within a single pass over all the query terms, the effect of
each term should be evaluated independently.

¢ Conjecture 4. For optimom performance, terms that
occur in the most relevant documents should be the
ones emphasized by the learning process.

The most highly weighted terins should be thuse that
indicate relevance, In general, they should tend to be those
occurring in the most relevant documents of the learning
set.

2 Experimental Sctup

The optimization approach is investigated here using the
TREC 3 routing task. Queries 101-150 of the TREC collec-
tion were used, with the learning set being the first two sub-
sets of TREC documents {D1D2), and the test set being the
third subset (D3). Evaluation of the effect of increasing the
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weight of an individual term is done by keeping track of the
top 200 documents from the learning set that are retrieved
by the query. both with and without the increased weight of
the individual term. The top 2080 docnments of each query
version are evaluated using average recall-precision. If the
average recall-precision is higher using the increased term
weight, then the term is assigned the new weight, otherwise
the weight of the term remains the same.

The basic Dynamic Feedback Optimization scheme is as
follows:

L. Feedback query is formed using Rocchio approach and
all the relevance information from the learning set.
The X terms occurring most frequently in the relevant
documents are added to the query.

2. (optional) For cach expansion query term, determine
whether including the term at all improves effective-
ness over the learning set.

3. Perform 3 passes over all query terms, potentially in-
creasing the weight of each term in cach pass. In the
first pass, the default value is to increase a term weight
by 50%. The defanlt values for the second and third
pass are 25% and 12.5%.

4. The reformulated querv from step 3 is run against the
test set documents, and evaluated using average recall-
precision of all documents.

The basic scheme then has the following parameters and
variations to examine:

Step 1:

1. Changes of the various Rocchio parameters to
form the feedback query. The major aspect of
these changes are

{a) Changing the importance of the original
query terms.

(b) Changing the amount of expansion (both sin-
gle terms and phrases).

2. Choice of what is considered the original query

terms and weights. Two main possibilities:

(a) Terms occurring in the original query text.

(b) The fully expanded query (in which case step
2 is not done).

Step 2: Fither select only terms that improve effectiveness,
or automatically include all expansion terms.

Step 3:

1. Choicc of whether to compare evaluations of the
potential increased weight against the cnrrent
query (including all previous terms considered in
this pass). or against the evaluation done at the
start of the pass.

2. Choice of number of passes (3 by default)

3. The ratios by which to increase term weights (0.5,
0.25. 0.125 by default).



Optim  Rocchio InitQ Pass Rel-

Type Param Ratios Prec
1. — — — — 0.3028
2. | None 2.4.1 — — 0.3534
3. | Basic 2.4.1 orig 0,0,0 0.3471
4. | Basic 2.4.1 orig  .5,.25,.125 0.3654
5. | Basic 2.16.2 orig .5,.25,.125  0.3853
6. | Basic 2.32.2 orig  .5,.25,.125 0.3849
7. | Basic 2.64.2 orig  .5,.25,.125 0.3835
8. | Basic 2.32.4 orig  .5,.25,.125 0.3871
9. | Basic 2.32.8 orig .5,.25,.125 0.3845

Table 1: Choice of Rocchio parameters

3 Efficiency

These steps appear to be prohibitively expensive; however,
careful maintenance of appropriate partial results render the
process feasible for the routing environment, and even po-
tentially feasible for real-time relevance feedback. Adding
50 terms to queries originally averaging 69 terms gives 119
terms per query. Performing the default algorithm (basically
3 passes plus the final retrieval), takes about 50 seconds
of elapsed time per query on a single processor Sparc 20.
50 seconds is very reasonable for the routing environment,
where everything is being done off-line. Both the algorithm
and the implementation can be optimized further, and in
a real-user relevance feedback environment (short queries,
small numbers of relevant documents), may well be feasi-
ble. However, this paper does not examine either the effec-

tiveness or efficiency of the algorithm for normal relevance
feedback.

4 Experimental results

Unless otherwise specified, all optimization results are based
on adding 50 single terms to the original query, using 3
passes and evaluating each potential term increase by av-
erage recall-precision of the top 200 documents when run
on the learning set, D1D2. The final query is then run on
the test set, D3, and evaluated using average recall-precision
over the entire retrieved set.

Table 1 gives results of some base case runs, plus results
of altering the initial importance of the original query term
weights as compared to the weights derived from the rele-
vant and non-relevant documents. Rocchio parameters of
2.4.1 have previously proved useful for routing in the TREC
environment. These parameter values specify that the query
weights should be twice the old query weight, plus four times
the average weight in the relevant documents minus the av-
erage weight in the non-relevant documents. Compared with
those parameters, 2.32.4, for example, would emphasize the
contribution of the relevant documents by an additional fac-
tor of 8.

Run 1 is a base case run of original query using no rele-
vance information. Run 2 uses the Rocchio relevance feed-
back algorithm but without optimization. Runs 3-9 are ba-
sic optimization runs with varied Rocchio parameters, where
each expansion term (at its Rocchio weight) is provisionally
added to the initial original query depending on whether it
improves effectiveness. Then, except for run 3, three rounds
OE reweighting are perforlned fOl‘ a]_l included query terms‘
The first round provisionally increases the weight of a term
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Optim Rocchio InitQ Pass Rcl-

. Type  Param Ratios Prec
8. Basic 2.32.4 orig .5,.25,.125 0.3871
10. ] Basic 2.32.4 exp .5,.25,.125 0.3896

Table 2: Choice of original query

Optim Rocchio  InitQ Pass Recl-
Type Param Ratios Prec

10. | Basic 2.32.4 exp  .5,.25..125 0.3896
11. | Basic 2.324 exp .5,.5,.5 0.3908
12. | Basic 2.32.4 exp 1,.5,.3 0.3911
13. | Basic 2.48.4 exp 1,.5,.3 0.3888
14. | Basic 2.64.8 exp 1,.5,.3 0.3962
15. | Basic 2.48.4 exp 1,1,1 0.3826
16. | Basic 2.64.8 exp 11,1 0.3868

Table 3: Choice of pass-ratios

by 50%, if that increased weight improves performance. The
second and third rounds possibly increase the weight of a
term by 25% and 12.5% respectively.

All optimization runs show a substantial improvement
over the base Rocchio Run 2, ranging up to a 10% improve-
ment. Runs 4-7 show that with a proper emphasis on good
expansion terms, the importance of the original query weight
can diminish. Runs 6,8, and 9 show that the importance of
the weights in the non-relevant documents remains relatively
insignificant. The poor performance of Run 3 shows that
the overall improvement is coming through the reweighting
of terms, rather than through the choice of terms.

Given the results of Run 3 in Table 1 as compared to Run
2, perhaps the initial selection of expansion terms should be
dropped, and the emphasis placed entirely on reweighting.
Table 2 shows the effect of starting with all the expansion
terms. There is mild improvement that is very consistent
across other runs that are not included here. The remaining
runs in this paper all start with the expanded query.

The last basic parameters to explore are the pass-ratio
parameters, which indicate by how much a term’s weight
should be increased on each pass. The default parameters
of 50%, 25%, and 12.5% yield a maximum total increase
of just over a factor of 2. Runs 12-14 in Table 3 give a
maximum possible increase of a factor of 3.9, and Runs 15
and 16 give a maximum increase of factor of 8. Despite
this large possible difference between runs, all of them give
results very close to each other. The major effect is that
with good pass-ratios, the importance of the original query
can be further diminished.

In the basic algorithm used above, the query is possi-
bly changed after considering every term. Whether or not
a term increase is beneficial may depend on the ordering of
terms within a pass. If a term reweighting has a positive ef-
fect on some documents, but a negative effect on documents
that were re-ranked higher by other terms within the same
pass, then the term reweighting may be rejected. This effect
was observed on the small collections used to debug the op-
timization algorithm. The “Pass” approach used in runs 17
and 18 compares each term reweighting evaluation against
the evaluation at the beginning of the pass and keeps track
of whether a term reweighting is successful. The query itself
is only reweighted at the end of a pass, when all successful



i Optim  Roechio TaitQ Pass Rel-
I Type Param Ratios  Prec
13. I Basic 2.48.4 exp 1,.5..3  0.3888
17. | Pass 2.48.4 exp 1..5..3  0.3864
14. | Basic 2.64.8 exp 1.5.3  0.3962
18. ‘ Pass 2.64.8 exp 1..5,.3  0.3931

Table 1: Commit after pass vs Commit after term

terms are changed.

However, Table 1 shows that this is not necessary for
TREC. This secms somewhat counter-intuitive, but there
are two possible contributing factors for it. One is the size
of the TREC queries as compared to more normal queties.
There will be several terms associated with each focus of a
query: thus it is unlikely that a single term’s focus should
have much of an effect. This may cxplain why there is
1o increase in performance when the “Pass™ approach is
used. " The decrease may be explained by the particular or-
dering of the expansion terms that was used. The expansion
terms were ranked by decreasing occurrences in relevant doc-
uments. Thus the early ranked terms tend to be those terms
more highly associated with all relevant documents, rather
than those with a particular focus. As will be discussed later
in the paper. a preference for terms with a general focus
needs to be encouraged for good retrieval. The remaining
runs in this paper do not use the “Pass” approach.

All of the runs in Tables 1-4 used a maximum of three
optimization passes; Table 5 gives some results when six
passes are used. With a good choice of pass-ratios, there is
a very mild improvement using more passes. With a poor
choice of pass-ratios, eflectiveness decreases. The learning
set recall-precision column provides the results of running
the same queries, but run retrospectively on the learning
set (and evaluated after 200 documents). The best run us-
ing learning set evalnation is the poorest rnn when evaluated
on the test set. In Run 19, the queries have become overly
optimized for the learning set, with the optimization em-
phasizing comparatively rare terms that happen to occur
in the learning set relevant documents. This improves the
retrospective effectiveness, but degrades the predictive effec-
tivencss when the query is evaluated on previously unscen
documents.

Table 6 gives some details of the weight changes for each
pass on run 20. This is a basic run, starting with a query
expanded by 30 terms, weighted with Rocchio parameters
2.48.4, per term evaluation done after 200 top documents
on the learning set. Each pass has a pass-ratio of 1.0; je, a
term’s weight is either donbled or left alone on cach pass.
Thus a term that is reweighted every pass wonld have a final
weight of 64 times its original weight. The second column
gives the average precision on the top 200 documents of the
learning set {this is what is used to optimize the weights) for
cach pass. The third columun gives the average precision if
the query were run on the test set after that pass. The rest of
the table gives the number of terms that were reweighted on
that pass. This is given for the original query terms. and for
buckets of 10 expansion terms. That is, the expansion term
increment of 1-10 describes the number of terms reweighted
(averaged over the 50 queries) among the 10 terms which
occurred in the highest number relevant documents for each
query.

The learning set recall-precision fignres increase dramat-
ically on the first pass and then continue to improve with the
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increases gradually diminishing. Note that the final value of
458 is an extremely high value for TREC average precision
after 200 documents. This is a retrospective cvaluation on
the learning set which uses the same docnment set for both
optimization and evaluation.

The test set recall-precision figures. though, don’t match
the increases of the learning set figures. There is the initial
improvement on the hrst pass, and then the results level off
and then tail off. This is not what one would have hoped
given the learning set figures.

One explanation for this is suggested by the reweighting
statistics in the rest of the table. There is no emphasis on
reweighting those terms with the highest evidence of rele-
vance. Indeed, by pass 6 an expanston term from the bucket
with the least evidence (41-50) is three times more likely to
have its weight doubled than an expansion term from the
bucket with the most evidence. As the number of passes in-
creascs, the query becomes more dominated by terms which
occur in comparatively few relevant documents (those ex-
pansion terms added at ranks 41-50). Some of these terms
have no semantic connection with relevance, but just hap-
pen to randomly occur in more relevant documents than
would normally be expected. Tncreasing the weight on one
of these terms will improve the ranks of the relevant docu-
ments with the term, but will not bring other non-relevant
documents mto top ranks since those documents will tend
to match only this one random term. Thus the learning set
recall-precision will improve, but this bnprovement will not
be reflected in the test set evaluation.

Each individual term weight optimization so far has been
cvaluated using the top 200 rctrieved learning set docu-
ments. 200 was chosen to give good effectiveness at a rea-
sonable efficiency. Table T gives the results using some other
evalnation points. Using the top 400 helps noticeably, but
increasing beyond that point yields no important improve-
ment. Using 1000 is about twice as slow as using 200.

Table 8 gives the effect of adding more terms. Run 27
is the pure Rocchio feedback run with no optimization that
was done for TREC 3. It is interesting to note that adding
only 50 terms with optimized weights performs 6% better
than adding the 330 terms of Run 27 with no optimized
weights. As in previous experiments based on Rocchio feed-
back, adding more terms increases effectiveness up to a cer-
tain point. In previous experiments, effectiveness started to
level off after adding 200 terms; in this experiment there is
a slight deterioration between 210 and 330 documents. Tf
effectiveness is the objective, the parameter settings of Run
25 should be used.

One worry in an experiment with this many parameters
and this many test runs is that the parameters may have
gotten tuned to produce good results on the test set, but not
give good results in general. In this experiment, that might
be happening if we were “learning” the terms contained in
the test set relevant documents. To ensure that this is not
happening, the final parameters are run with a new set of
queries {and relevant documents). Table 9 gives the results
of running with the final parameters of Run 24, but using
queries 51-——100 of TREC. This is the TREC 2 routing task.
As can be seen from Run 28 and Run 29, Dynamic Feedback
Optimization gives a 12% improvement over the standard
Rocchio run for these queries as well.

o

5 General Discussion and Future Work

A constant theme in the above discussion is the need to
optimize weights to describe relevance as opposed to opti-



| Optim  KRocchio Pass Rel-prec  Rel-prec
! Type Param Ratios learning test
T19. ] Basic 24840 654320 0.4692 Tosne
20. | Basic 2184 1,1,1,1,1,1 0.1579 0.3730
21. ¢ Basic 2.61.8 1,.5,.3,.2..1..05 0.1124 0.3981
Table 5: Increasing number of passes
Pass Learn Test  Orig Expansion Term Incr
RP(200) RP Incr 1-10 11-20 21-30 31-40 41-30
TTait TR&T 367 TG 100 100 100 100 1o
1 363 3850 251 3.1 3. 3.0 2.8 3.2
2 405 S86 177 2.1 2.3 2.1 2.3 2.1
3 430 383 13.0 1.0 1.3 1.7 1.5 1.6
4 A4 379 8.9 0.6 1.1 0.9 1.2 1.2
5 450 376 6.5 0.3 0.6 0.7 0.8 0.9
6 458 373 4.6 0.3 0.5 0.8 0.8 0.9

Table 6: By-pass analysis for pass-ratio of 1.0 (Run 20)

mizing weights to describe the known relevant documents.
If the latter is the goal. then it is easy to achieve near-perfect
retrospective retrieval effectiveness. But this retrospective
effectiveness does not translate into effectiveness in retriev-
ing new documents. An example of this would be a Boolean
query consisting of the "OR"™ of a set of document descrip-
tions of the known relevant documents, with each document
description being the “"AND” of all terms occurring in the
document. This query will have perfect retrospective ef-
fectiveness, but will be practically useless in retrieving new
documents.

Rocchio Feedback Optimization attempts to ensure that
the optimized query remains focused on the query infor-
mation need rather than the details of the particular rele-
vant documents nsed for learning. A good starting feedback
query is used; one that has been proven to work well in many
environments. That query is then modified with strict lim-
its placed on the maximum changes that can occur. If these
limits do not exist, then the results of Run 19 show the
predictive effectiveness can decrease significantly.

Revisiting the conjectures:

Conjecture 1: Retrieval should be improved on the test
set of documents as long as the changes to each term are
kept reasonably small.

This has been shown to be true. The optimized Run 22
gives 15% improvement over original Rocchio Run 2 (both
runs expanding by 50 terms). Rnn 24 gives an 11% improve-
ment over Run 26; Run 26 being the approach used for the
Cornell TREC 3 routing submission.

Conjecture 2. The original query should become less and
less important as the qnality of the weights of the added
terms increases.

This has also been verified. In the final formulation,
the ratio of relevant document importance to original query
importance has increased by a factor of 16 over the original
ratio with unoptimized weights.

Conjecture 3. Independent evaluation of changed
weights should be better than sequential evaluation.

This does not seem to be true in this experiment. One
explanation may be that the particular or(ler;ng of expan-
sion terms we nsed tends to preserve the focus of the query.
Terms that appear in more relevant documents are acted
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upon first, so the narrower terms do not have a chance to
shut them out.

Conjecture 4. For optimum performance, terms that oc-
cur in the most relevant documents should be the ones em-
phasized by the learning process.

This also remains unverified. Qur experiments showed
that terms occurring in few relevant documents had even
more chance of being emphasized in the optimization than
terms in the original query, or terms that occurred in the
greatest number of relevant documents. It remains for fur-
ther study to see whether this emphasis is correct or whether
it is due to improper tuning of the query to fit particular doc-
uments in the learning set. One approach for examining this
would be to weight the pass-ratio by the amount of evidence
for each term. For example,

NumRel(t,)
TotNumRel

One slightly unexpected result was that selection of ex-
pansion terms did not work. We used roughly the same cri-
teria as Clity University did in TREC 3 in deciding whether
a term should be added or not: a term is included if and
only if including it improves effectiveness on the learning
set. City got large improvements using this as a filter; we
get better results if we include all terms. Work needs to be
done reconciling these results.

One general area that needs attention is document length
normalization. The Rocchio feedback weight is heavily de-
pendent on the weights in the relevant documents, which
in turn are heavily dependent on the cosine length normal-
ization. The cosine normalization technique was developed
in an environment where the documents have a single fo-
cus. It is not as applicable to the TREC environment of
longer full-text documents which discuss several topics. Ki-
ther we need to concentrate on using passages where the
passage has a single focus, or we need to change the nor-
malization technique. At the moment, the weights in long
relevant documents tend to be much lower than the weights
in short relevant documents, and thus do not contribute as
much as they shonld to the final query weight.

In conclusion, Dynamic Feedback Optimization works
well, giving a 10-15% improvement over standard Rocchio

PassRatio(¢,) = OrigPassRatio *



Table 7: Increasing number of top documents used in eval-

)

’ ’

Eval Rocchio Pass Rcl-

) Thresh  Param Ratios Prec

21. | 200 3648 1,5,3,2,1,05 0.3981
22. 1 400 2.64.8  1,5,.3,2,1,.05 0.4065
23. I 1000 2.64.8 1,.5,.3,.2,.1,.05 0.4078

uation

Expansion Rocchio Pass Rel-

' (term.phrase) Param Ratios Prec

22. 50.0 2.64.8 1,.5,.3,.2,.1,.05  0.4065
24. 100.10 2.64.8 1,.5,.3,.2,.1,.05 0.4144
25, 200.10 2.64.8  1,5.3,2,.1.05 0.4228
26. 300.30 2.64.8 1,532,105 0.4205
27. i 300.30 2.4.1 — 0.3825

Table 8: Increasing number of expansion terms

feedback.
enough to
describing

The effectiveness is dependent on optimizing
improve effectiveness, but not so much as to be
the learning set relevant documents instead of de-

scribing the information need of the user. This is done by
starting with a good query, and limiting the changes due to
the optimization procedure. Open questions and conjectures
remain that need to be examined in future work.
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