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Abstract

In this paper, a model for combining text and fact re-
trieval is described. A query is a set of conditions,
where a single condition is either a text or fact condi-
tion. Fact conditions can be interpreted asbeing vague,
thus leading to nonbinary weights for fact conditions
with respect to database objects. For text conditions,
we use descriptions of the occurrence of terms in doc-
uments instead of precomputed indexing weights, thus
treating terms similar to attributes. Probabilistic in-
dexing weights for conditions are computed by intro-
ducing the notion of correctness (or acceptability) of a
condition w.r.t. an object. These indexing weights are
used in retrieval for a probabilistic ranking of objects
basedon the retrieval-with-probabilistic-indexing (RPI)
model, for which a new derivation is given here.

1 Introduction

In the past, researchin the field of information retrieval
(IR) has focused on the problem of text retrieval. It

has been shown that Boolean retrieval yields a rather

poor retrieval quality, and the complexity of the user

interface prevents many potential users from using this

kind of retrieval systems. On the other hand, systems

based on the vector space model [Salton 71] or prob-

abilistic retrieval [Rijsbergen 79] improve retrieval ef-

fectiveness by producing a ranked list of answers in-

stead of a set only as in Boolean retrieval. In both

models, a query is a set of terms

erators, as in Boolean retrieval).

(without logical op-

Each term can be
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given a search term weight which reflects its importance

with respect to the query. By means of relevance feed-

back, better values for these weights can be estimated,

thus yielding significant improvements of retrieval qual-

ity [Yu & Salton 76]. A term also can be assigned a so-

called indexing weight with respect to a document, thus

discriminating terms of different importance in a doc-

ument [Salton & Buckley 88] [Fuhr & Buckley 91]. Ex-

periments have shown that this kind of weighted index-

ing outperforms binary indexing for most applications.

Besides the benefits in terms of retrieval quality, the

non-Boolean models also improve the user-friendliness

of the retrieval system. Much of the complexity of the

Boolean model is reduced by omitting Boolean opera-

tors and treating queries as a set of terms only. Fur-

thermore, ranking allows a user to select any number

of documents that he wants to see, while with Boolean

systems, he has to transform the query formulation until

the appropriate size of the output is achieved.

However, in real IR applications, the objects to be re-

trieved hardly ever consist of text only. For example,

document databases offered by public hosts also pro-

vide bibliographic information. In office information

systems, documents comprise a number of attributes be-

sides the text itself. Queries posed to these systems fre-

quently relate to the attribute values of the documents,,

e.g. the name of the author (or sender) of a letter or

the publication (or mailing) date. With regard to these

requirements, text ret rieval methods only offer a par-

tial solution. So concepts for combining text and fact,

retrieval have to be devised.

In this paper, we will present a new probabilistic ap-

proach that treats texts and facts in a similar way. First,

we give a survey over recent work in this area. Then we

describe a formal model for the integration of proba-

bilistic text and fact retrieval along with the underlying

probabilistic model. We present an application of our

approach together with a user-friendly interface. Fi-

nally, we give an outlook on further work in this area,



2 Extending text ret rieval

methods for coping with facts

The most simple way for combining text and fact re-
trieval can be found in today’s commercial information
retrieval systems, where Boolean retrieval is performed
for facts as well as for texts. If we concentrate on ap-
proachesthat apply ranking methods at least for texts,
then three different methods for the combination of text
and

1.

2.

3.

fact retrieval can be distinguished:

Boolean retrieval for facts,

non-Boolean retrieval for facts with binary weight-

ing for fact conditions,

non-Boolean retrieval for facts with non-binary

weighting for fact conditions,

We discuss each of these approaches in the following,

The paper [Raghavan et al. 86] describes the combina-

tion of probabilistic text retrieval methods with Boolean

fact retrieval. Here the fact conditions select a set of ob-

jects from the database, followed by a ranking of objects

according to the text conditions. This hybrid approach

does not allow for ranking according to fact conditions.

A simple approach for applying ranking methods to fact

conditions as well as to text conditions is to treat fact

conditions like index terms in combination with binary

indexing. This idea has been implemented in several

systems described in the literature:

In the SMART system [Buckley 85], different so-
called “concept types” can be distinguished; besides
text terms, for example dates or names of persons
or institutions can be used for retrieval. However,
for these attributes, only tests on equality can be
performed; furthermore, only a binary weighting of
a fact condition w.r.t. a document is possible (how-
ever, the application of the SMART indexing pro-
ceduresmay lead to a slightly different weighting of
the sameconcept type value in different documents
in cm.ethe document vector is normalized).

In [Saxton & Raghavan 90], a more elaborate ap-

proach based on the generalized vector space model

is presented. Here a (IR-type) query is a disjunc-

tion of conditions, where a single condition can

be a Boolean combination of subconditions. For

fact conditions, the standard comparison operators

found in database systems can be applied. Each

condition in the query is given a weight, and then

objects are ranked according to the weighted sum

of the conditions they are fulfilling.

e

The

The paper [Rabitti & Savino 90] describes an ad-

vanced system for retrieval of multimedia data (in-

cluding facts). This system uses probabilistic re-

trieval for text as well as for facts. Both kinds of

conditions can be assigned weights with respect to

the query. In addition, text terms can be given

probabilistic index terms weights w.r.t. an object,

whereas conditions relating to attributes are either

true or false for a specific object.

major drawback of the approaches described above

is the rigid treatment of query conditions relating to

attributes. We think that for most of the applications

discussed here, conditions specified by a user should be

regarded aa being vague in most cases. For example,

in an office information system, when a user seeks for

a letter that was sent last month, then there is a cer-

tain probability that the letter may date one or two

weeks earlier. With proper names; there is a similar

problem, since the user may have difficulties to give the

correct spelling (or the name in the document may be

misspelled). For this reason, in case there is no answer

that fulfills all the criteria specified in the query, the

system also should search for objects that are close to

match these criteria. As a result, the system should

present a ranking of objects, from which the user may

select the one he is looking for.

In the systems described above that provide ranking for

fact conditions, vague conditions can be simulated by

splitting the fact condition into several conditions with

different attribute values and assigning different weights

to these conditions. However, this approach can only be

applied for certain attributes (e.g. by specifying ranges

in numerical or date conditions); if for example the sim-

ilarity of strings is to be considered, then the standard

database operators are insufficient for achieving the de-

sired ranking.

Besides the examples mentioned above which deal with

relatively simple data types like dates or names, there

is an increasing need for information systems that can

cope with vague conditions relating to rather complex

data types:

In engineering, when a new part has to be con-
structed, it may be more effective to modify an ex-
isting, similar part (stored in the database) than to
start from scratch [Schneideret al. 89].

Materials data systems contain property values of
a large number of materials. Most requests posed
to thesesystemseither ask for a new material with

properties similar to those of a known material, or

they seek for materials that are optimum with re-

spect to a number of criteria (which may be in con-

flict with each other) [Ammersbach/et al:88].
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● In software engineering, approaches for software re-

use seek for modules similar to a given specifica-

tion. In [Pintado & Tsichritzis 90], similarity mea-

sures based on the distance in the object-oriented

inheritance hierarchy are discussed for this purpose.

This problem of vague queries in databases has gained

more attention recently [IEEE 89]. So far, three basic

approaches have been proposed:

● The VAGUE system described in [Metro 88] is

based on the vector space model. For each attribute

for which a vague condition is specified in the query,

the user may choose between a number of different

metrics for the comparison of attribute values with

the corresponding value from the query. Then the

distance between the query and a database object

is computed as a function (which can be interpreted

as a distance measure in a vector space) of the dis-

t antes for the different query conditions. Finally,

objects are ranked according to increasing query-

object distances.

● Fuzzy databases

have been proposed in [Prade & Testemale 84] and

[Zemankova & Kandel 85]. In fuzzy logic, the no-

tion of a fuzzy set is a generalization of standard

set theory where an element either belongs to a set

or not. For a fuzzy set, a membership function

gives the degree of set membership for a specific el-

ement, which can be a real number ranging from O

to 1. When applied to databases, the sets of ob-

jects fulfilling single (vague) conditions as well as

●

the set of objects that’ar~ answers to a whole query

may be fuzzy sets. For Boolean operators, appro-

priate definitions are given for combining the values

of membership functions, such that fuzzy logic is a

generalization of Boolean logic. So this approach

also yields a ranking of objects in the form of a

fuzzy set.

Recently, a probabilistic model for vague fact re-

trieval has been developed [Fuhr 90]. ‘In this pa-

per, we describe an extension of this model for in-

tegrating text and fact retrieval. In contrast to

the other approaches mentioned above, the prob-

abilistic model can exploit empirical data from an

application in order to improve the quality of the

system’s output.

Many applications of fact retrieval also have to cope with

a second problem, namely imprecise data. Unlike busi-

ness or administration applications (for which today’s

database management systems have been developed),

technical and scientific data is frequently incomplete or

imprecise. For this problem, standard database man-

agement systems offer only poor support (e.g. null val-

ues). In the probabilistic approach [Fuhr 90], imprecise

or missing attribute values can be stored as probability

distributions over the set of possible attribute values.

This way, we can make optimum use of empirical data

(e.g. about the precision of a measuring device). Fuzzy

databases also allow for the consideration of imprecise

data; however, +here is no obvious way for considering

empirical data. We will not discuss the issue of imprecise

data here any further, since the extensions required for

coping with this problem (as described in [Fuhr 90]) can

simply be added to the integrated approach presented

in the following.

The discussion above has shown that for many appli-

cations, fact retrieval should be handled in a similar

way as text retrieval. So we seek for an approach that

integrates text and fact retrieval by regarding both con-

ditions relating to text or facts as being vague. So far,

the only approach for combining vague fact and text

retrieval is the office information system described in

[Croft & Krovetz 88]. Whereas probabilistic indexing

and search term weighting is applied for the text part of

the query, the theory of endorsements is used for con-

ditions relating to facts. However, there is no obvious

way how the results of the two parts of the query can

be combined for producing a single ranking.

In the following, we show how a probabilistic text re-

trieval model can be combined with a probabilistic

model for vague fact retrieval. This combination treats

texts and facts in a uniform way, The new model can be

applied in many areas where texts and facts are stored

together, and where at least parts of the queries relat-

ing to facts should be interpreted as vague conditions

(e.g. uncertainty about dates, correct spelling of names,

similarity of objects like products or “software modules).

3 A unified model for text and

fact retrieval

Our unified model is an extension of the probabilistic

model for fact retrieval presented in [Fuhr 90],, Since we

concentrate on the retrieval aspect of databases here,

we assume a fairly simple data model, where a, database

consists of a set of objects to which a query may relate

to; we do not consider schema transforming operations

here (especially join operations), but these operations

can be assumed to take place before our approach is

applied, that is, the database that we regard here maY

be derived from the original database via some standard

database operations.
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Definition 1 A database is a set of objects Q. A single

object ~ E Q is represented by a pair Om = (o;, o~),

where o~ is called the fact part and o~ is called the text

part of ~.

As in all probabilistic models, we distinguish between an

object itself and its represent ation (e.g. assume a doc-

ument represented by the set of terms occurring within

the document). In our approach, we distinguish between

the text part and the fact part of objects, since these

parts are treated differently in the retrieval process.

Definition 2 Let A = {al, . . . . an} denote the set of at-

tributes in the database, and Di the domain for attribute

ai. Then the fact part of an object instance ~ is a tuple

o: =< om(al), . . . ,o~(an) > with o~(a~) E Di.

Although only a linear data model is assumed here, it

should be emphasized that we pose no restrictions on

the domains of attributes; so complex data types are

allowed here, too.

Definition 3 Let T denote the set of terms ti occurring

within the text parts of the objects ~ c Q. Further-

more, let Z denote the set of all possible descriptions for

ihe occurrence of a term in a text. Then the text part of

an object instance ~ is a set o: = {(t;, z(ti, Om))[ti E

T A z(t~, Om) E Z} of terms and their corresponding de-

scriptions.

Here we make no specific assumptions about the type of

terms that we are regarding; in principle, index terms

can be single words, noun phrases, terms from a con-

trolled vocabulary or even content identifiers based on

some knowledge-based method. Especially for phrases,

the set of all terms may not be known completely in

advance. For this reason, it is not assumed here that

a text is mapped directly onto a set of weighted index

terms (unlike most other text indexing approaches). In-

stead, each term is associated with a description. The

weighting process is postponed until retrieval time (at

least conceptually). The details of the weighting process

are described below. With this approach, terms and fact

attributes are quite similar, since each term can be re-

garded as an attribute, and the descriptions represent

the corresponding attribute values. In many applica-

tions, the text of an object will have a certain structure

(e.g. title, abstract, additional keywords etc., see the ex-

ample in section 6). In our probabilistic model, we do

not distinguish explicitly between the different parts of

a text; instead, the location information is mapped into

the description of the occurrence of the term, which in

turn is used for computing a weight for the term w .r.t.

the text following the description-oriented indexing ap-

proach as described in [Fuhr & Buckley 91] (see below).

Now we describe the structure of the queries.

Definition 4 An extended query is a combination of a

Boolean query and a vague query, The answer for the

Boolean query is a set of objects from the database called

preselected objects. The answer to the extended query is

a ranked list of the preselected objects.

In the following, unless stated otherwise, we will restrict

to the vague part of the query. As an example for a com-

bined query, assume a user of an office information sys-

tem seeking for all letters with offers for office furniture

that were received within the last six months:

FIND DOCUMENT

WHERE DOCTYPE= ‘ OFFER ‘

RANK BY DATE > 6/91,

TEXT : ‘ OFFICE FURNITURE ‘

Here the WHERE-clause specifies the Boolean query

which is a Boolean expression in general. The vague

query starts with the RANK clause and consists of a set

of conditions, each one being either a text condition or

a fact condition.

Definition 5 A vague query is a pair q~ = (q:, q{),

where q; denotes the set of vague “conditions forming

the query and q; is the relevance feedback data for the

query. With 1? = {R, ~ (relevant/nonrelevant) denot-

ing the set of possible relevance judgemenis for query-

object pairs, the relevance feedback data is a subset

q; C Q x R. The (nonempty) set of vague conditions

q; = q: U q: is the union of the set of fact conditions

q[ and the set of text conditions q:. A text condition is

a term ti E T.

In our example query, there is one fact condition (DATE

> 6/91) and one text condition (TEXT: ‘OFFICE FIJR,-

NITURE’). In addition to the query formulation com-

prised of the set of vague conditions, we also consider

the set of relevance feedback judgments that we got

for this query so far. This data may be exploited by

the retrieval function (see below) in order to yield an

improved output ranking.

For the definition of fact conditions, we first have to

introduce the notion of vague predicates.

Definition 6 A vague (or fuzzy) predicate f is either a

unary predicate or a binary predicate. For each attribute

ai E A in a database, there is a set F: of unary predi-

cates dejined and a set F? of binary predicates defined.

In contrast to fuzzy logic, a predicate is just a label here

and not a mapping of attribute values onto values of

a membership function. Examples for unary predicates

are” low”, “high”, “medium” or “recent” (for dates) and

also so-called fuzz y quantifiers like ‘) some”, “several’),

“many” . Most binary vague predicates will be vague

interpretations of the standard predicates like e.g. “ =“,

“<”, “~”.



Definition 7 A fact condition ci can have one of the

three forms

c (a~, fi) with ai G A and f~ G F:

● (ai, fi, di) with ai E A, fi E Fi2 and di E Di, where

di is called the comparison value.

● (ai, fi, aj) with a~ EA, aj EA and fi G F~nF~

So a fact condition may be an attribute value with a

unary attribute (e.g. RECEPTION.DATE RECENT),

an attribute value with a binary predicate and a compar-

ison value (e.g. PRICE < 1000), or two attributes com-

pared by a binary attribute (e.g. RECEPTION_DATE

> EXPIRING DATE).

The goal of our probabilistic model is the estimation

of the probability P(Rlq~, o~ ) that an object with the

representation Om will be judged relevant by a user who

submitted the vague query qk. For the estimation of this

probability, we want to allow nonbinary weights for con-

ditions w.r.t. objects. For text conditions, this means

that weighted indexing is used instead of a binary one,

The same approach is to be taken for fact conditions.

As described in the previous section, fact conditions are

to be interpreted as vague conditions, thus allowing for

the distinction between objects fulfilling a condition to

different extents (e.g. when seeking for a letter dating

from last week, we would like to distinguish between

those sent one day earlier and others from a week or

more before).

In order to integrate text and fact retrieval, we have

introduced the notion of vague conditions, where a con-

dition v; can be either a text condition t; or a fact

condition Ci. For facts, this approach is obvious, since

standard database query languages also use conditions

of the form <attribute> <predicate> <attribute> or

<attribute> <predicate> <value>. In text retrieval,

usually a document is represented by a set of index

terms with associated weights. However, for more ad-

vanced text analysis methods, this approach seems to

be inadequate. For example, when phrases are regarded

in addition to single words, then the number of phrases

from queries that occur within a document may become

very large. For this reason, a preprocessing of all pos-

sible phrases for a document may not be feasible; in-

stead, a phrase should be regarded as a condition that

has to be evaluated for the document at retrieval time.

This approach is taken in [Schwarz 90]; as an example, a

text condition “analysis of amino acids in cheese” would

yield a partial match for the phrase “acid analysis”, but

not for’’cheese analysis”. So a text retrieval system sup-

porting this kind of search should regard query terms

as text conditions, for which the construction of the de-

scriptions z(ti, Om) for the occurrence of terms in doc-

uments is performed at retrieval time (at least concep-

tually, since we would not like to exclude the possibility

of preprocessing the indexing for certain types of terms,

e.g. single words). From this point of view, there is no

fundamental difference between text and fact conditions,

since both have to be compared with the actual values

of the database objects at retrieval time.

4 Indexing

Now we discuss the weighting process for (text or fact)

conditions w.r.t. objects. For brevity, we will call these

weights indexing weights, irrespective of the type of

condition. As a theoretic basis for the computation of

the indexing weights, a probabilistic indexing approach

is applied. For this purpose, we introduce the addi-

tional concept of correctness as a property of i>n object-

condition pair. The term ‘correctness’ is used here for

historical reasons. A more appropriate term would be

‘acceptability’: Since conditions are to be regarded as

being vague, the term acceptability would express the

fact whether an object is still acceptable w.r.t. a spe-

cific condition; for example, whether an item with a

price of 1050 is still acceptable when the user specified

the condition PRICE ~ 1000. The decision about the

correctness as a condition-object pair can be specified

explicitly, in addition to the relevance judgement (which

relates to the overall query-object relationship). How-

ever, it is also possible to derive these decisions from

the relevance judgments of query-object pairs: If the

pair is relevant, then the object is correct with respect

to all query conditions; in the opposite case, the object

is not a correct answer for any of the query conditions.

For text indexing, experiments with both definitions are

described in [Fuhr 89] and [Fuhr & Buckley 91].

Let C denote the event when a condition-object pair

is correct, and C the opposite case, The probabilis-

tic indexing weight that we want to estimate is defined

as F’(C’Ivi, Ore). This is the probability that a random

object with representation Om will be judged correct

w.r.t. condition vi. For the estimation of this proba-

bility, the description-oriented indexing approach pre-

sented in [Fuhr & Buckley 91] is applied. Here we want

to describe this method only briefly.

The indexing task consists of two steps, a description

step and a decision step. In the first step, all informa-

tion available about the relationship between the condi-

tion vi and the object (representation) Om is collected

in the so-called relevance description Z(vi, Om). Based

on this data, the decision step yields an estimate of the

probability F’(Cl~(vi, Ore)) that an object-condition pair
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described by relevance description z will be judged cor-

rect. The indexing task has to be performed separately

for different attribute-predicate pairs (and additionally

for text conditions). Whereas the description step de-

pends on the type of the condition, the decision step is

identical for all types.

Definition 8 A relevance description X(vi, on) is a

data structure that describes properties of the condition

vi, the object representation Om and their relationship.

The concept of relevance descriptions yields an abstrac-

tion from specific condition-object pairs. The actual

definition of a relevance description has to be chosen

heuristically. Here we want to give just some ideas of

how the descriptions for different types of conditions

may be chosen:

● For text conditions, the relevance description con-

sists of the occurrence description of the term w.r.t.

the object plus additional collect ion-related infor-

mation about the term. For single words as terms,

the occurrence description may contain the within-

document frequency, the total number of words

within the text of the object and additional location

information (i.e. the parts of the text in which the

term occurs) [Fuhr & Buckley 91]. For phrases, the

output of text analysis methods as outlined above

should be included. Descriptors from a controlled

vocabulary also may be regarded here, as described

in [Fuhr et al. 91], [Fuhr & Pfeifer 91]. Collection-

related information is for example the inverse doc-

ument frequency, but also dictionary data could be

considered (e.g. when only a synonym of a query

term occurs within a document).

For dynamic collections, the subdivision of the rel-

evance description into an occurrence description

and collection-related information offers the advan-

tage that the former is stable, while the latter may

change over time. The aspect of collection dy-

namics is another reason for viewing text indexing

weights as being computed at retrieval time.

● For fact conditions with binary predicates, similar-

ity measures are candidates for elements of the rel-

evance description. As an example, if ai denotes

an attribute with numeric values in the condition

Ci n (ai, ~i, di), one can define:

Om (az) – CZi
~(ci,%) = ~, .

3

This way, all pairs with the same relative differ-

ence between comparison value and attribute value

are mapped onto identical relevance descriptions.

For string-valued attributes, string distance mea-

sures can be applied (e.g. by counting the number

of common trigrams or by including a marker indi-

cating whether there is a phonetic match between

the two strings or not).

● For unary predicates, the relevance description can

be defined with respect to the distribution of the

attribute values in the database, e.g. the percentage

of values smaller than Om (ai).

In the decision step, estimates of the probabilities

P(CIX(Vi, o~)) are computed. For this purpose, we need

a learning sample of relevance descriptions and corre-

sponding decisions about the correctness from previous

user queries.

Now, one could estimate the probability P(CIZ(vi, o~))

as relative frequency from those elements of the learning

sample that have the same relevance description (com-

ponents of x with continuous values would have to be

discretized before, see e.g. [Wong & Chiu 87]). At this

point, we introduce the concept of an indexing function:

Definition 9 Let X denote the set of relevance descrip-

tions and lR the set of real numbers. Then a prob-

abilistic indexing function is a mapping e : X + 1?

such that e(x) is an approximation of P(CIX). We call

Uim = e(x(vi, Ore)) the indexing weight of the object Om

with respect to condition vi.

As indexing function, different probabilistic classifica-

t ion (or learning) algorithms can be applied. The gen-

eral advantage of these probabilistic algorithms over

simple estimation from relative frequencies is that

they yield better estimates from a learning sample

given, because they use additional (plausible) assump-

tions about the indexing function. Examples for

probabilistic classification algorithms are described in

[Fuhr & Buckley 91], [Fuhr et al. 91].

5 Retrieval

With the indexing weights computed as described in

the previous section, retrieval can be performed. The

retrieval function e(q~, om ) computes relevance status

values (RSVS) for query-object pairs (q~, o~ ). Then the

objects can be ranked according to descending RSVS for

a query.

Definition 10 A retrieval function is a mapping @ :

QxO+-lR.

Here we will discuss two different probabilistic rerieval

functions, one for the initial ranking and another for an



improved ranking based on relevance feedback from the

user.

For the initial ranking, the user may assign weights to

the conditions of his query, in order to denote their dif-

ferent importance w.r.t. his need. For this purpose, let

?&k give the weight of condition vi in query q~.

Based on the indexing weights uim and the query condi-

tion weights w~k, the decision-theoretic linear retrieval

function [Wong & Yao 90] yields

@/in(qk, Om) = x Wik . ‘uim. (1)

W,E9:

If relevance feedback data is available, that is, the set q~

is not empty, the initial ranking can be further improved

by applying the RPI model (see the detailed description

of the model and the precise definition of the parameters

in the appendix). Let O: = {Qj l(Qj, 1?) E q;} denote

the set of objects). With qi denoting the average index-

ing weight for condition vi in all objects of the database,

and pik as the average indexing weight for condition vi

in the objects judged relevant w.r. t qk so far, the re-

trieval formula yields:

@RPI(qk, orn) =

With this kind of relevance feedback, we make double

use of the relevance data: The user enters relevance

judgments in order to get a better ranking for his query.

In addition, we collect his judgments for a long-term

improvement of the system by developing probabilistic

indexing functions based on this data.

6 An application example

In order to illustrate the concepts outlined in the pre-

vious section, we present an application of integrated

text and fact retrieval here. First, the database and the

indexing functions for the different attributes are de-

scribed briefly, followed by the presentation of the PFTR

system developed for this application.

As database, we have used a number of documents from

the NTIS database which contains references to research

reports of scientific projects in the USA. An example

document is shown in figure 1.

From the different categories of these documents, the

title, the summary, the controlled terms (CT) and the

text of the classification codes (CC) can be accessed via

text retrieval. In order to compute the indexing weights

for the text part, the SMART indexing procedures have
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NC

NR

PD

LA

0s

AB

cc

CT

UT

been

87(01):411 NTIS Order Number: AD-A172 502/7/
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Smith, David E.
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197 p. NTIS Prices : MF AO1

Availability : Microfiche copies only.

860400
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Effective control of inference is a fundamental prob-

lem in Artificial Intelligence. Unguided inference

leads to a combinatorial explosion of facts oIr subgoals

for even simple domains. To overcome this problem,

.. .

95F Bionics and artificial intelligence

*Artificial intelligence; Data bases; Decision making;

Global; Information exchange; Problem solving; Effi-

ciency *Inference; Control; Theses; Expert systems

NTISDODXA

Figure 1: Example NTIS document

applied ([Salton & Buckley 88]) for this specific

application. These procedures have the advantage that

no relevance feedback information is required for index-

ing. However, as shown in [Fuhr & Buckley 91], when

feedback data is available, a better retrieval quality can

be achieved with probabilistic indexing methods.

For the other categories of the document as well as for

the classification codes itself, vague fact retrieval meth-

ods are supplied. Except for the attribute ‘date’ (see be-

low), string distance measures are used as relevance de-

scriptions within the indexing functions of the different

attributes. For these attributes, only the vague equality

predicate is supported. The definition of the distance

measure actually used depends on the attribute:

●

●

●

●

For

For the attribute “Author” (AU), the proportion of

common trigrams is computed.

With the classification codes (CC), the length of

the longest common prefix is regarded.

For “Number of Report” (NR) and “Other

Sources”, the proportion of matching characters is

computed.

With the attribute “Corporate Source” (CS), the

number of common words is counted.

dates, the relative difference between the compari-

son value di and the attribute value Om (ai) is taken as
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Figure 2: User interface of the PFTR system

relevance description. As predicates, vague interpreta- son value and a query condition weight within the two

tions of the predicates ‘=’, ‘<’ and ‘>’ are provided.

Now we describe the prototype system PFTR for prob-

abilistic fact and text retrieval for the application pre-

sented above. This prototype serves mainly for the illus-

tration of the user interface and the basic retrieval func-

tions, whereas certain information system aspects (like

e.g. the management of large collections of objects) have

not been considered yet. The system is implemented in

Smalltalk-80 similar to a Smalltalk browser; all docu-

ments are held in main memory.

Figure 2 shows the user interface of the PFTR system.

The windows in the upper row serve for the formula-

tion of vague attributes to which queries may relate to

(“Basic Index” = text conditions). After selecting an

attribute with the mouse, the next window shows the

predicates that are applicable for this attribute. Hav-

ing chosen a predicate, the user may enter a compari-

small windows below the predicate window. Then the

rightmost window shows the complete vague query con-

structed so far. With the operation “remove”, single

conditions can be removed from the query formulation.

When the user has completed his query formulation, he

issues an “update” command which tells the system that

the windows in the bottom row should be updated such

that they present the answers to the query formulated

in the top half. In the leftmost window of the bottom

row, the ranked list of items is shown by displaying the

titles. By selecting one of these titles, the complete ob-

ject is shown in the rightmost window. Furthermore, a

user may mark some of the objects a being relevant to

his query. In turn, these titles are shown in the middle

window. When the user wants to see the effect of the

relevance feedback information given to the system, he

again issues the “update” command; in turn, the system
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computes the new ranking and displays the new list in

the leftmost window. The user may also decide to mod-

ify his query by adding or removing conditions. After

finishing the modification of the query, the “update”

command produces the new ranking.

The basic idea behind the “update” command is to pro-

vide a generic operation for performing the retrieval

step. In principle, a new ranked list of objects could be

computed after each modification of the query or after

ranking an object as being relevant. However, an im-

plementation of an instant r,e-ranking would be rather

inefficient and also confusing for the user (he would have

to wait for the result, and furthermore he may not want

instant changes of the ranked list). For this reason, the

system indicates that an update operation would be pos-

sible by displaying a grey frame around the whole PFTR

browser. So the user knows that the result displayed in

the bottom half does not reflect the current state of

the query and/or the feedback judgments) and that an

update command would produce the latest state of the

search. This strategy is rather different from that of

today’s systems, where user commands correspond one-

to-one to system operations, and where additional com-

mands are necessary after a retrieve command in order

to show elements of the answer.

7 Conclusions and outlook

In this paper, we have described a probabilistic approach

for integrating text and fact retrieval. We have shown

that the application of probabilistic models for fact re-

trieval also gives us new insights into the problem of

text retrieval; for advanced text anal ysis methods or

dynamic collections, the current approach of indexing

a document when it is added to the database does not

seem to be feasible. Instead, one should treat texts simi-

lar to facts, where the final indexing weight is computed

at retrieval time. Of course, certain parts of the indexing

task can be performed already at input time, such that

the actions to be taken at retrieval time are minimized.

Here we have chosen a fairly simple probabilistic model

underlying the retrieval function, namely an indepen-

dence model applied to a set of preselected objects,

However, this approach can be extended easily towards

dependence models (see e.g. the description of a tree

dependence version of the RPI model in [Fuhr 91]);

furthermore, the formalism of Bayesian inference net-

works also can be applied, thus allowing for more com-

plex query structures (e.g. arbitrary combinations of

Boolean and probabilistic operators) as described in

[Turtle & Croft 90].

An important problem in the further development of in-

tegrated text and fact retrieval systems is the design of a

system that can handle large collections of objects. (In

the PFTR system, all objects are held in main memory,

and the retrieval status values of all objects are com-

puted for a query.) In a large information system, only

a certain proportion of all objects should be considered

w.r.t. a query, namely those that will form the head of

the ranked list. For this purpose, special access paths

and the corresponding ranking algorithms have to be

developed.

A Derivation of the RPI model

Here we give a new derivation of the RPI model; in

comparison to the original description in [Fuhr 89], the

following derivation is an improvement w.r,t. two as-

pects:

The problem of incompatible independence as-

sumptions (see [Cooper 91]) is overcome.

We consider the fact that only a portion of the ob-

jects in the database (namely-the-set of preselected

objects) is to be ranked for a query.

For modelling probabilistic indexing, we assume a fixed

number of binary indexings for all objects. Let 1 denote

the set of indexers, then the event space of the model

is Q x Q x I. A single element of this event space is a

qu~y-object pair with a binary indexing. Furthermore,

a number of these pairs has binary relevance judgments

associated with it (namely those that belong to the sets

of preselected objects). In order to distinguish the cor-

rect ness of different conditions, we will denote the con-

dition a correctness decision relates to by a subscript,

that is, Ci stands for the event that vi is judged to be

correct, and Ci denotes the contrary case.

For estimating the probability of relevance of an object,

we regard the query w.r.t. the relevance descriptions Z of

the object (objects with the same #relevance descriptions

will be given the same relevance status value). First, we

apply Bayes’ theorem:

Here O(li?lqk) denotes the odds that an arbitrary object

considered for qk (from the set of preselected objects)

will have the judgement “relevant”. P(FIR, qh) is the

probability that from the set of relevant objects for gk,

a randomly selected element will have the relevance de-

scriptions Z, and P(Zl~, qk ) is the corresponding prob-

ability for the nonrelevant objects.

Next, the linked dependence assumption [Cooper 91]
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P(zi I.R, q~) is the probability that a random relevant

document of qk will have the relevance description Zi

for condition vi, and P(xi 1~, qk) is the corresponding

probability for nonrelevance. Now, two more assump-

tions are made:

The relevance description xi of a condition vi de-

pends only on the correctness of vi, independent of

the correctness of other conditions and independent

of the relevance of the object.

The correctness C~ of a condition vi (w.r.t. an ob-

ject) depends only on relevance, and it is indepen-

dent of the correctness of other conditions.

With these assumptions, we get:

O(Rlqk, ~) = O(Rlq~)O

So far, the derivation is similar to that of the 2-Poisson

independence model described in [Robertson et al. 81].

Now Bayes’ theorem is applied once more:

O(l?lqk,2)= o(R1qk).

Next, we introduce the following notations for the prob-

abilistic parameters:

uim

%’

Pik

rik

= P(Ci l~i) denotes the probabilistic indexing

weight of Om w.r.t. vi, the probability y that a ran-

domly selected indexer judged Om to be correct

w.r.t. v~.

= P(Ci) is the probability that a random indexer

judged vi to be correct for a random object.

= P(C~ IR, qk)is the probability that a random in-

dexer judged vi to be correct for a random object

relevant to q~.

= P(Ci 1~, qk) is the probability that a random in-

dexer judged vi to be correct for a random object

nonrelevant to qk.

With these notations, we get

O(Rlqk, Om) = O(Rlqk).

If we assume that ri~ % qi, that is, P(C;l~, q~) N P(C;),

we get the original RPI formula:

O(Rlqk, Om) % O(Rlq~).

In our model, the parameters Uim and qi relate to the

whole database, whereas the query-specific parameters

p~k and rik are only valid for the set of preselected ob-

jects. So the probabilistic indexing weights are inde-

pendent of specific queries (and th~ir Boolean parts),

and they can be estimated for the whole database by

collecting relevance judgments from different queries.

The question whether the assumption rik % qi underly-

ing the simplified RPI formula holds or not may depend

on the Boolean query part; if this assumption seems to

be too strong, the full formula (3) should be used in-

stead.

The parameters from above can be estimated in the

following way: Let O: = {~j I(~j, R) E q~} denote

set of objects judged relevant w.r.t. qk, and Or =

{~j l(~j, @ c q{}denote the corresponding set of non-
relevant objects; then the following estimation formulas

can be used:
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