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Abstract BMIR-JP is the lirat complete Japanese test 
collection available for use in evaluating information re- 
trieval systems. It contains sixty queries and the IDS of 
5080 newspaper articles in the fields of economics and en- 
gineering. The queries are classified into five categories, 
based on the functions the system is likely to use to in- 
terpret them correctly and retrieve relevant texts. This 
collection has two levels of relevance, topically relevant 
and partially relevant. Also discussed are design issues 
such as collection types and size. This collection and the 
principles derived in designing it should be helpful in the 
future development of new test collections. 

1 Introduction 

A variety of standard test collections are available for 
objective evaluation of information retrieval systems[l]. 
In spite of increasing interest in IR research in Japan, 
however, until now no Japanese test collection existed. In 
1993, we formed a working group (WG) under the Special 
Interest Group of Database Systems in the Information 
Processing Society of Japan to develop a Japanese test 
collection. In 1996, a preliminary version called BMIR-Jl 
was distributed to fifty sites. We enlarged the collection 
size and revised the queries and relevance assessments 
based on comments from BMIR-Jl users. Distribution 
of BMIR-JZ, the first complete Japanese test collection, 
started in March 1998. 

In designing a test collection, it is important to con- 
sider to which types of IR systems it is applicable, what 
kinds of texts should be included and how relevant texts 
should be selected. Based on our experience, we also 
discuss these design issues. 

2 Overview of BMIR-J2 

2.1 Text selection 

Initially, we considered text sources such as patent de- 
scriptions and technical papers for use in the collection. 
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However, we settled on newspaper articles, since they are 
generally available on CD-ROMs and are widely used. 
Thus, BMIR-J2 uses only articles from the Mainichi 
Newspapers. In response to requests from the BMIR-Jl 
users, we focused on the fields of economics and engi- 
neering. 

2.2 Query development 

A total of sixty queries were developed in BMIR-J2. Each 
query consists of a natural language phrase describing a 
user’s needs and additional comments augmenting it. In 
the following English translation, the first line, showing 
a query phrase, is followed by two narrative lines: 

9 : F=oxoxo : “Utilizing solar energy” 
U:N-1:Retrieve texts mentioning uses of 

solar energy. 
9:N-2:Include texts concerning generating 

electricity and drying things with 
solar heat. 

2.3 Query categorization 

Information retrieval often requires a deep understanding 
of the user’s needs. Sometimes, however, merely match- 
ing words appearing in the query with those in the texts 
is enough to retrieve relevant texts. Since a system’s ar- 
chitecture ranges from simple word matching to rich nat- 
ural language processing, it is worth categorizing queries 
according to the functions that the system uses to pro- 
cess them, This variety of categories allows BMIR-J2 
users to select queries that their systems will be able to 
deal with. BMIR-J2 provides five categories, shown as 
“F=oxoxo” in the previous example. Each digit, denoted 
as “0” (necessary) or “x” (unnecessary), represents the 
following functions, starting from the left[3]: 

l The basic function: The relevant texts can be re- 
trieved simply using words extracted from the query 
or their thesaurus expansion. 

The numeric range function: The system will need 
to handle a numeric range description such as “re- 
duction of more than one thousand employees.” 

The syntactic function: Analyzing a syntactic rela- 
tionship among query words will help understand 
the query. 

The semantic function: A semantic analysis will be 
required to understand the query. In a query, ‘a 
trend in the facsimile market,” a system must de- 
termine how to identify a description as a “trend,” 
since the word “trend” may not appear in the text. 
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Table 1: Comparisons with TREC-4 
Collection Number of Texts Average Terms Number of Queries Average Terms Average Relevant 

/Text( *l) Quew(*l) /Query 
TREC-4 567529 842.0 50 
BMIR-Jl 600 733.8 60 10.9$5(‘2) 5.5/Z (13) 
BMIR-J2 5080 621.8 60 9.7/102.2(*2) 10.6/28.4 (*3) 

(*l) Average number of characters in BMIR. (*2) N oun phrase / noun phrase and narratives. (*3) Topically relevant / topically 
and partially relevant, 

. 

2.4 

The world knowledge function: World knowledge 
will be required to process the query. In a query, “a 
joint business operation between companies in dif- 
ferent types of industries,” the system must know 
that the companies belong to different types of in- 
dustries. Such information is often missing in the 
texts or the system’s lexicon. 

Relevance assessments 

For each query, relevancy of articles was assessed in the 
following four steps in general[2]: 

Pre-screening of possibly relevant texts: A Boolean 
query was made manually in such a way that most 
relevant texts were likely to be retrieved. Results 
from one or two IR systems were merged. 

Relevance assessments by database searchers: Sev- 
eral database searchers first assessed the relevancy 
from the results obtained in step 1. They also cross- 
checked their work. 

Relevance assessments by one of the WG mem- 
bers: Relevant texts of each query from step 2 was 
checked and corrected by one of the WG members. 

Relevance assessments by another WG member: 
Relevant texts from step 3 were cross-checked and 
corrected by another WG member. 

3 Design issues and discussion 

3.1 Types of test collection 

BMIR-J2 allows batchwise evaluation of IR systems, 
which corresponds to the ad hoc task in TREC. Need 
is increasing for other types of test collection, such as 
by text categorization and interactive testing with users. 
These issues should be examined further. 

3.2 Collection size 

How many texts and queries, and how many relevant 
texts for each query, are necessary to make JR system 
evaluation statistically sound? Queries with few relevant 
texts tend to have a great influence on the overall sys- 
tem performance. Of the sixty queries in BMIR-J2, ten 
contained fewer than five relevant articles. They are pro- 
vided as an additional set separated from a standard set 
containing fifty queries. BMIR-J2 users may include the 
additional set for system evaluation. 

3.3 Text sources and domains 

Texts from limited domains and specific sources allow 
controlled system evaluation. Texts from various do- 
mains and sources, on the other hand, allow an evaluation 

that is close to real-world situations. Choice of text se- 
lection is valuable, but other issues such as copyright of 
text sources and getting enough funding for the license, 
are often dominant. To get around the copyright issue, 
we included a list of article IDS, rather than full texts, in 
the distribution set. Users must get a copy of Mainichi 
Newspaper CD-ROM’94 themselves. 

3.4 Relevance assessment process 

As recent test collections go, BMIR-J2 is not particularly 
large[l]. Table 1 shows some comparisons with TREC- 
4. Even with 5080 articles and sixty queries, checking 
all possibilities manually is already overwhelming work. 
Thus, pre-screening relevant texts using IR systems was 
necessary in developing our collection. In order not to 
miss relevant texts in pre-screening, the pooling method 
using IR systems with different architectures is desirable. 
Our pooling method was limited as to the number and 
variety of architectures of IR systems used. Relevance 
results should be cross-checked by at least two people. 
From our experience, cross-checking gave us a chance to 
adjust relevance assessment criteria and keep them con- 
sistent among WG members. 

4 Conclusion 

BMIR-J2, the first complete Japanese test collection, is 
now available with a handling cost of 2,000 yen. More 
information can be found at http: //vnr. ulis . ac. jp/ 
‘ishikaua/bmir- j2. It contains 5080 newspaper arti- 
cle IDS in the fields of economics and engineering, sixty 
queries, and their relevance assessments. We hope that 
BMIR-J2 will be widely used and that our experience will 
help in the development of other new test collections. 
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