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ABSTRACT 

The ob jec t i ve  is to re la te  the e f fec t iveness 
of r e t r i e v a l ,  the fuzzy set concept and the proces- 
sing of  Boolean query. The use of  a p r o b a b i l i s t i c  
r e t r i e v a l  scheme is  motivated. I t  is found that  
there is  a correspondence between p r o b a b i l i s t i c  
r e t r i e v a l  schmes and fuzzy sets. A fuzzy set cor- 
responding to a p o t e n t i a l l y  optimal p r o b a b i l i s t i c  
r e t r i e v a l  scheme is obtained. Then the r e t r i e v a l  
scheme fo r  the fuzzy set  is constructed. 

INTRODUCTION 

The e f f e c t  o f  term weights on the performance 
of  queries was analyzed in [ 2 4 ]  , where i t  was 
shown that  queries whose terms having higher "pre- 
c is ion  values" are assigned heavier  weights y i e l d  
be t te r  r e t r i e v a l  resu l ts  than queries whose terms 
are assigned the same weights,  under the assump- 
t ion  that  terms are d i s t r i bu ted  independently. 
Thus, the prec is ion value of  a term character izes 
the usefulness of  the term in r e t r i e v a l .  This re-  
s u l t  was supported in [13],  whre i t  was shown tha t  
i f  terms of a query are assigned weights propor- 
t iona l  to the logar i thm of t h e i r  prec is ion values, 
then optimal r e t r i e v a l  resu l ts  are obtained under 
the same term independence assumption. When 
terms are d i s t r i b u t e d  dependently, the incorpora- 
t i on  of  the term dependence in to  the r e t r i e v a l  
process y i e l ds  be t te r  r e t r i e v a l  resu l ts  [9,20,23] .  
Even more general condi t ion ex is ts  fo r  the construc- 
t ion  of  the optimal queries [5 ,8 ,21] .  The above re- 
su l ts  assume tha t  cer ta in  parameter values (e.g. 
those needed to compute the term prec is ion values) 
are known. When these values are not known, they 
may be estimated by relevance feedback [5,7,15,22] 
where the user i d e n t i f i e s  each re t r i eved  document 
as e i t he r  re levant  or i r r e l e v a n t ,  and input  the 
in format ion to the system. Where relevance feed- 
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back can not be employed (e.g.  a user submits a 
query the f i r s t  t ime) ,  various attempts have been 
made [6,17,18,25] to y i e l d  reasonable r e t r i e v a l  
resu l t s .  A l l  these techniques are used when the 
user 's queries are expressed as sets of  keywords. 

When a user 's query is  expressed as a Boolean 
expression, various approaches have been suggested 
[3 ,4,10,12,19] .  The use of  fuzzy set seems to be 
promising, though there was c r i t i c i s m  on how the 
fuzzy set was used in in format ion r e t r i e v a l  [2 ,14] .  
Very l i t t l e  is known how the assignment of  weights 
to Boolean queries ~ f fec ts  r e t r i e v a l  e f fec t iveness 
nor how the use of  fuzzy set inf luences r e t r i e v a l  
e f fec t i veness .  This thes is  re la tes  the use of  
fuzzy set r e t r i e v a l  to the e f fec t iveness of  
Boolean queries processing. 

In Section 2, the use of a p r o b a b i l i s t i c  re-  
t r i e v a l  scheme (PRS) is mot ivated. Our ob jec t ive  
is  to f i nd  a p o t e n t i a l l y  optimal PRS. In Section 
3, i t  i s  found that  a PRS y ie l ds  a fuzzy set and 
conversely. An operat ion is introduced such that  
repeated app l ica t ions  of the operat ion on a given 
fuzzy set y i e l d  a fuzzy set corresponding to a 
p o t e n t i a l l y  optimal PRS. In Section 4, three re-  
t r i e v a l  schemes are compared using the resu l t s  of 
Section 3. some concluding remarks are given in 
Section 5. 

2. MOTIVATION 

When a user submits a query, the co l l ec t i on  
of  a l l  documents, say C, is pa r t i t i oned  in to  sub- 
sets ,  each subset has a d i s t i n c t  combination of  
terms spec i f ied  by the query. For example, i f  the 
query statement is [ ( t l  OR t2) AND ( t  3 OR t 4 ) ] ,  
where t i represents the i - t h  term, then with re- 
spect to the query, the subsets are {(Xl ,X2,X3,X4) 
I xi  E { 0 , I } ,  where a ' I '  in the i - t h  pos i t ion  de- 
notes the presence of  the i - t h  term, 1 < i < 4} .  
We shal l  view each subset of documents as a s ingle 
document because any two documents in the subset 
have the same combination of  terms and these 
documents can hardly be d i f f e r e n t i a t e d  from each 
other with respect to the query. From the query 
s p e c i f i c a t i o n ,  one can usua l ly  deduce that  cer ta in  
documents are l i k e l y  to have at  l eas t  as high 
p r o b a b i l i t i e s  of relevance as some other documents. 
In general ,  a pa r t i a l  order ing of  documents can be 
constructed such that  D i 'L '  D3 i f  one can deduce 
from the user query tha t  the i~th document D i has 
at  l eas t  as high a p r o b a b i l i t y  of  relevance as 
the j - t h  document D~ For example, fo r  the user 
query [ ( t  I OR t2) A~D ( t  3 OR t 4 ) ] ,  i t  is  l i k e l y  
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that  a document represented by ( I , 0 , I , 0 )  has a prob- 
a b i l i t y  of  relevance at  l eas t  as high as that  of 
another document represented by ( 0 , 0 , I , I )  but i t  
is  d i f f i c u l t  to p red ic t  which of  ( I , 0 , I , 0 )  and 
( 0 , I , 0 , I )  has a higher p r o b a b i l i t y  of  relevance. 
A pa r t i a l  ordering of the 16 documents with respect 
to the query is given in Figure I .  Note that  in a 
pa r t i a l  order ing,  whi le i t  is known that  the prob- 
a b i l i t i e s  of relevance of cer ta in  documents are 
la rger  than those of some other documents, the ac- 
tual p r o b a b i l i t i e s  of  relevance of  the documents 
are not known. 

Suppose the user wants to r e t r i e ve  m out of  a 
to ta l  of  n documents, n > m. A choice of  m docu- 
ments from the pa r t i a l  ordering in a de te rm in i s t i c  
manner may y i e l d  supotimal r e t r i e v a l  resu l t s .  For 
example, in Figure I ,  i f  m=lO, i t  is  qui te c lear  
that  the f i r s t  9 documents re t r i eved  are {DI,D 2, . 
. . ,D9} ;  however, r e t r i e v i n g  DIO (DI I )  w i l l  y i e l d  
suboptimal resu l ts  i f  DII (DIO) has a higher prob- 
a b i l i t y  of relevance than DIO(DII ). In f ac t ,  re- 
t r i e v i n g  say {D I ,D 2 . . . . .  DIO} may y i e l d  fewer ex- 
pected number of  re levant  documents than r e t r i e v i n g  
{D 1 . . . . .  D 5} fol lowed by randomly choosing f i v e  out 
of  s i x  documents {D6,D 7 . . . . .  DI I }  (each of  which 
has the same number of  terms in common wi th the 
query), each with equal chance. The former re- 
t r i e v a l  ru le  y ie lds  (RI+...+R5+R6+...+RIo) expected 
number of  re levant  documents whi le the l a t t e r  
y ie lds  (RI+. . .+R5+5/6+(R6+.. .+RII))  where R i is 
the p r o b a b i l i t y  of  relevance of  the i - t h  document. 
Thus, the l a t t e r  r e t r i e v a l  ru le y ie lds  more re levant  
documents i f  RI=R2=...=R5=I; R6=R7=...=R9=RI]=O.9 ; 
RIO=O.3. Note that  th is  assignment of  p r o b a b i l i t i e s  
of relevance s a t i s f i e s  the pa r t i a l  ordering given 
in Figure I .  

Such a considerat ion motivates the present 
study on p r o b a b i l i s t i c  r e t r i e v a l  schemes PRS . 
Each scheme assigns a p r -obab i l i t y -o f  r e t r i e v a l ,  Pk, 
to each subset, S k, containing m documents, 1 < k 
< N = c(n,m--~. The number of  re levant  documents in 
S k i S  

R.. 
Di~S k J 

The p robab i l i t y  that  S k is re t r ieved  is Pk- Thus, 
:the expected number of  re levant  documents re t r i eved  
by a PRS is 

N 
Pk ( Z Rj).  

k=l Dj~S k 

This is re fer red to as the performance of  the scheme. 
Our aim is to f ind  a p r o b a b i l i s t i c  r e t r i e v a l  scheme, 
say PRSI, SL:cn that  
I )  The performance of PRSI is always be t te r  than 

that  of  the random PRS (which assigns equal 
p r o b a b i l i t i e s  of r e t r i e v a l  to a l l  subsets of  m 
cocuments) fo r  any set of  p r o b a b i l i t i e s  of  r e l -  
cvance {R i ,  1 < i < n} s a t i s f y i n g  the given 
pa r t i a l  order ing. Note that  a de te rm in i s t i c  
r e t r i e v a l  scheme may not have th is  property.  
(See Figure 2.) 

2) The performance of  PRSI is be t te r  than that  of  
a~y other PRS, for  at  l eas t  one set of  Frobab- 
i l i t i e s  of  relevance sa t i s f y i ng  the given par- 

c (n~  is the number of  combinations of  choosing 
m out of  n th ings.  

t ia l  ordering. In other words, no ther PRS is al- 
ways better than PRSI. 

Obviously, i t  would be nice to have a PRS which 
is always better than oany other PRS. However, 
this may not be possible. In fact, i t  is possible 
that a PR~ is better than another PRS under a set 
of probabilities of relevance of the documents but 
the former PRS is worse than the la t ter  PRS under 
another set of probabilities of relevance while 
both sets of probabilities of relevance of the 
documents satisfy the given partial ordering. For 
example, suppose two documents are to be retrieved 
for the partial ordering in Figure I.  A PRS which 
assigns non-zero probabilities of retrieval PI,P2, 
P3 and P4 to {DI,D2}, {DI,D3}, {DI,D4}, {DI,D 5} 
res pecti vel y, 

4 
Pi = l ,  

i=l 

wi l l  retrieve fewer relevant documents than another 
PRS which assigns probabilities of retrieval PI+A, 
P?-A, P~ and P4 to the four sets, A>O, i f  D2 has a 
hTgher probability of relevance than D 3. But the 
lat ter  PRS wil l  retrieve fewer relevant documents 
than the former PRS i f  D 3 has a higher probability 
of relevance than D 2. 

A PRS satisfying properties (1) and (2) above 
is a potentially optimal PRS. Such a PRS can be 
obtained as described in the next section. 

3. OBTAIN A POTENTIALLY OPTIMAL PRS 

Instead of assigning a probability of re- 
t r ieval ,  Pk, to each subset S k, a PRS can be 
viewed as assigning a probability of retr ieval,  
r j ,  to each document Dj, l < j < n. In other 
words, the retrieved set is a fuzzy set 26 of n 
documents, wehre the "degree of membership of the 
j - th document in the retrieved set" denotes its 
probability of being retrieved. More precisely: 
the expected number of relevant documents retrieved 
by a PRS can be written as 

n 

Z 
j=l 

as shown by 

Lemma 3.1 : 

r .Ro 
J J 

the fo l low ing  lemma. 

N n 

Z Pk ( Z Rj) = Z rjRj (3.1) 
k=l DjES k j=l 

where r i is the probability of retrieval of the 
j - th document. 

Proof= Consider a two-dimensional matrix where 
the columns are the N=c(n,m) subsets of documents, 
the rows are the n documents and the ( j ,k) - th  
entry of the matrix = 

PkRj i f  Dj is in the k-th subset, Sk, 

0 otherwise. 

The le f t  hand side of equation (3.1) is the 
summing of  a l l  the ent r ies  in the matr ix  column 
by column. When the ent r ies  in the j - t h  row are 
summed, we obtain = 

PkRj = ( ~ PK)Rj, 
DjeS k DjeS k 
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where the summation is over a l l  subsets conta in ing 
the j - t h  document. Since r~ is the p robab i l i t y  of  
r e t r i eva l  of  the j - t h  document, r j  = 

Pk " 
DjeS k 

When j ranges from 1 to n, that  i s ,  the ent r ies  in 
the matr ix  are summed row by row, the r i gh t  hand 
side o f  the euqation is obtained. [ ]  

In order to f i nd  a PRS sa t i s f y i ng  condit#on 
( I ) ,  we i n i t i a l i z e  r i=m/n, 1 < i < n. This is the 
s i t u a t i o n  where each document has the same prob- 
a b i l i t y  of  being re t r i eved .  In other  words, th is  
is a fuzzy set iwth the degree of  membership of 
each document being the same. I t  impl ies that  each 
subset o f  m documents has the same p r o b a b i l i t y  o f  
being re t r i eved ,  which corresponds to the random 
PRS. An i t e r a t i v e  operat ion is now introduced. 
This operat ion increases the p r o b a b i l i t y  of  re- 
t r i e v a l  o f  a document having a higher p r o b a b i l i t y  
of  r e t r i e v a l  of  another document having a lower 
p r o b a b i l i t y  of  relevance by the same amount• As a 
r e s u l t ,  the expected number of  re levan t  documents 
re t r i eved  is  increased. S p e c i f i c a l l y ,  the oper- 
a t ion is :  

Operat ion A: 

For any documents Di,D ] in C i f  D i '~ '  D i ,  
the p robab i l i t y  of  r e t r i e v a l  of  the j - t h  document 
r j  > 0 and the p robab i l i t y  o f  r e t r i e v a l  o f  the 
i - t h  document r i < I ,  then aA> 0 can be chosen 
so that  the new r i ,  denoted by r i ' ,  and the new 
r j ,  denoted by r j ' ,  s a t i s f y  

r i ' = r i + A 

r j '  = r.j - & wi th 0_< r i ' ,  r. ' j  _< I .  

Figure 3(a) and 3(b) show the e f f e c t  of  ex- 
ecut ing the operat ion once fo r  A = I / 5  and m = 2. 

The above operat ion changes a fuzzy set  in to  
another fuzzy set .  We want to show tha t  the new 
fuzzy set  corresponds to a PRS. S p e c i f i c a l l y ,  
given a set of  r i ,  1 < i < n, 0 S r i S I ,  

n 

r . = m ,  
j= l  J 

we want to es tab l ish  the existence o f  a set of  
p r o b a b i l i t i e s  of r e t r i e v a l  o f  the subsets, Pk, 
1 < k < N, 0 S Pk S I ,  

N 
Pk = 1 

k=l 

such tha t  

Pk = r j  , 1 < j < n. (3.2) 
Dj~S k 

The above equation says that  the p robab i l i t y  
o f  r e t r i e v a l  of  the j - t h  document is the sum of  
the p r o b a b i l i t i e s  of  r e t r i e v a l  o f  the subsets S k 
which contain the j - t h  document. (3.2) can be re- 
w r i t t e n  in a matr ix  form, where the rows are the n 
documents, the columns are the N subsets and the 
( j , k ) - t h  element of  tile matr ix  denotes the presence 
or absence o f  the j - t h  document in the k- th subset. 
More p rec i se l y ,  (3.2) is equ iva lent  to:  

a 

a l l  a l 2 . - . a l k . - . a l N  

a j l  a j 2 . - . a j k - . - a j N  

a n l  an2. . .ank • 

where ajk = 

C lear l y ,  
each column of  

where 

rT 
P2 r2 

= ( 3 . 3 )  

• .ann P~, r n 

1 i f  Dj is in S k 

0 otherwise.  

(3.3)  can be rewr i t t en  as (by viewing 
the matr ix  as a vector  

PIAI + P2A2 + . . .  + PNAN = r 

I i  I •  and I I  r l  

Aj = r =  

L .J 

(3.4) 

The exis tence o f  a set of  P's s a t i s f y i n g  
(3.4) and the cons t ra in ts  imposed on the r ' s  and 
the P's is guaranteed by an app l i ca t ion  of 
Choquet's theorem [ I I ] .  

A vers ion o f  Choquet's theorem: Let X be a 
closed and bounded (see, fo r  example, [ I ] )  convex 
subset wi th f i n i t e l y  many extreme points on the n- 
dimensional space R n, and l e t  x O~ X. Then x 0 can 
be w r i t t e n  as a convex combination of  the extreme 
po in ts  o f  X. 

I n t u i t i v e l y ,  a convex set is one where fo r  
any two points in the set ,  any po in t  in the 
s t r a i g h t  l i ne  segment j o i n i ng  the two points is 
also in the set .  A convex combination o f  a num- 
ber of  points is {x I . . . . .  x m} is 

Z q j x j  , 
j= l  

where 0 ~ qj ~ 1 and 

m 

q j : l •  
j= l  

An extreme point  is a point  which cannot be ex- 
pressed as a convex coFhinat ion n f  o ther  po in ts .  
In Figure 4, the t r i a n s l e  is a convex set .  The 
extreme points are ti~e ' corners"  and are labe l l ed  
{1 ,2 ,3 } .  Any po in t  in the t r i a n g l e  can be w r i t t e n  
as a convex combianation of  the extreme poin ts•  
For example~ point  4 is a convex combination o f  
points 1 and 2; po in t  5 is convex combination o f  
3 and 4 and is  there fore  a convex combination 
of  points I ,  2 and 3. 

To apply the theorem, the fo l low ing  lemma is 
es tab l ished.  n 
Lem~a 3.2: Let X be {(s I . . . .  Sn)l ~ sj  = m, 

j= l  
0 S sj  S I } .  Then ( i )  X is a closed and bounded 
convex se t ,  ( i i )  each A~ is an extreme po in t  in X, 
( i i i )  the only extreme ~oints are the A 's ,  
1 < j < N and ( i v )  r is in X. 
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Thus, (3.4) is equ iva lent  to " r  is  a convex 
combination of the extreme points A. ,  1 < j < N". 
Then Choquet's theorem guarantees t~e exTstence of  
the P's s a t i s f y i n g  (3 .4) .  

Operation A assigns a higher p r o b a b i l i t y  of  
r e t r i e v a l  to a document D i and a lower p r o b a b i l i t y  
of r e t r i e v a l  D i when the p r o b a b i l i t y  of relevance 

of  D i is  a t  lea~t  as hiah as that  of  D3. In- 
t u i t i v e l ; y ,  th is  y i e lds  at  l eas t  as man9 re levant  
documents. I t  is  easy to show that  

Lemma 3.3: The performance of  the new PRS ( a f t e r  
a successful execution of  the opeation) is  at  l eas t  
as good as that  of  the old PRS (before the execution 
of  the operat ion) .  

P r o o f :  Let r k be t h e ' p r o b a b i l i t y  of  r e t r i e v a l  
of  D k in the old PRS, r k' be the p r o b a b i l i t y  of  re- 
t r i e v a l  of  D k in the new PRS, 1 < k < n. Assume 
we appl ied the operat ion A on the document pa i r  

I>l < D i ,  Dj where D i Dj, r i l and r j  > O. Since 
r i < I ,  r i > O, there ex is ts  a A > 0 such that  
r i '  = r i $ A, r<' = r~ - A and 0 ! r i ' ,  r j  ! I .  

• . . J  J . The probab111tles of  r e t r i e v a l  of  other documents 
are unchanged. 

The performance of  the new PRS = 
n 

r t ' R t 
t= l  

= Z r t' R t + (rj-A)Rj + (ri+A)R. 
t~i , j  1 

n n 
= t=IZ rtR t + A(R i-Rj) _> Z rtR t = the performance 

t=l 

of the olds PRS. 

Since we s t a r t  o f f  wi th the random PRS and 
each execution of the operat ion y ie lds  a be t te r  
PRS, we must end up wi th a be t te r  PRS. V!hen the 
operat ion can no longer apply ( i . e .  fo r  every D.i 
'>' D-., e i t he r  r .  = 1 or r~ = 0) ,  a PRS is  reac~ed, 
say PI~S2, which ~a t i s f i es  ~he fo l lowing property:  

CONDITION (*) 

For any pa i r  of documents, D i and Dj in set C, 
D i '>' D- and r i p 0 imply r i = I .  

-This O PRS2 Ean be snown to possess the property 
that  

Lemma 3.4: No other PRS is always be t te r  than 
PRS2, i . e .  condi t ion (2) is s a t i s f i e d .  

P r o o f :  Assume PRS2 assigns p r o b a b i l i t y  of  r e t r i e v a l  
r i fo r  each document D i and some other PRS, say 
PRS', assigns p r o b a b i l i t y  of  r e t r i e v a l  t i fo r  docu- 
ment D i ,  1 < i < n. Let A = {Di i t i  < r i }  and A '=  
A U A 1 where AI-= {D i i Di '>' ()i fo r  some D.i in A 
but D i ~ A}. By d e f i n i t i o n  o-f A~ and PRS2 s ~ t i s f i e s  
Condition ( * ) ,  each D i in A 1 s a t l s f i e s  r i = I .  Let 
m be the number of  documents re t r i eved .  ~'le want to 
show that  there always ex is ts  a set of  {R i i 1 < i 
< n} sat is fy ing:  the given pa r t i a l  ordering and the 
.performance of  PRS2 is be t te r  than that  of  PRS' 
under the set.  

Case(1) m <  i a ' i ,  

Let R i = ~  m/iA' i i f  D i is  in A' 

t 0 otherwise. 

We now show tha t  {R i i 1 < i < n} s a t i s f i e s  
the pa r t i a l  order ing by es tab l i sh ing  that  fo r  each 
document Dj in A ' ,  i f  D i '>__' Dj, then D i is  also 
in set  A' .  I f  D.i is  in A, then since r i > 0 and 
D i and Dj satisf@ Cond i t ion( * ) ,  r i  = I . -  By d e f i n i -  
t ions of  A and A I ,  D i is  in A' .  I f  Dj is in A I ,  

then thereisa D k in 
D i '>' D~ and '>" is 
D i i F i n - A ' .  We now 
performance than PRS'. 

A such tha t  Dj '>'  D k. Since 
t r a n s i t i v e ,  D i '~'  D k. Thus 
show tha t  PRS2 has a be t te r  

n 
r iR = 

i= l  i 
r.R. + Z r.R. 

icA 1 i 1 icA 1 1 

= ~ I*R i + Z r.R. 
i cA 1 i~A i 1 

> Z R '+  Z t'R" 
icA l I i~A 1 1 

>- Z t i R i + Z t i R i 
i EA l i cA 

= Z t i R i 
icA' 

Case(2) m > I A ' i ,  

Let R i = ~ I  i f  D i is  in A 

t ( m - i A ' i ) / ( n - I a ' i )  otherwise. 

Then Ri i 1 < i < n s a t i s f i e s  the p a r t i a l  or- 
dering as in CaseTl). 

n 
r iR = 

i= l  i I~A'Z r.1 + i,!A ' r i ( ( m - I A ' i ) / ( n - I A ' i )  

r i + ( ( m - I A ' i ) / ( n - i A ' i ) )  Z r i 
iEA' i~A' 

Z r -  Z t i > O ,  
iEA' 1 icA' 

Let A= 

then since 

r i + 
i~A' 

t i 
i~A' 

i~A ' r i = m = i E A '  ~ t i + i ~ A  ' t i '  

r .  = A. 
i~A' 1 

Thus the above expression 

= (A+ ~ t i ) + ( ( m - I a ' i ) / ( n - I a ' i ) ) (  ~ t i - A )  
i~A' i~A' n 

= A ( l - ( ( m - I A ' i ) / ( n - I A ' i ) )  + ~ t iR .  
i= l  I 

n 
> ~ t iR i ,  fo r  n > m. 

i= l  

Thus, repeated app l ica t ions of  the operat ion,  
un t i l  the operat ion can no longer app l ies ,  y i e l ds  
a PRS s a t i s f y i n g  both Conditions ( I )  and (2) .  
That i s ,  a p o t e n t i a l l y  optimal PRS is obtained. 

4. SCHEMES COMPARISON 

In th is  sect ion,  we present three natural 
r e t r i e v a l  schemes. Under a cer ta in  pa r t i a l  
ordering of  documents induced by a given Boolean 
query, the performances of  three schemes are com- 
pared. 

4.1 Query Representation 

A Goolean query Q can always be expressed as a 
number of  OR-groups, connected together by AND 
operators,  each Qroup being a Boolean expression of  
indexed terms connected by OR operators. Spec i f i c -  
a l l y ,  the query Q can be w r i t t en  as fo l lows:  
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M M Mp 
Q = AND(Op) = AND(OR tpq) 

p=l p=l q=l 

where M is the number of OR-groups in Q, Op is the 
p-th OR-croup, mp is the number of terms in Op, and 
tpq is the q-th term in the p-th OR-group Op. 

Example 4.1: 

I f  Q = ( t  I OR t 2) AND ( t  3 OR t4) AND ( t  I OR t5) ,  
then there are 3 OR-group 01 = ( t  I OR t2) ,  02 = 
( t  3 OR t4) and 03 = ( t  I OR t5).  

The set of OR-groups in common between Q and 
D i ,  namely G i ,  is the set of OR-groups of Q, each 
of which has a term occurring in D i .  The number 
of terms in common between Q and D i ,  namely IT i I ,  
is ~ e  num-be~ ~ oc~rrences of the terms of q; 
each of which occurs in D i .  

Example 4.2: 

From Example 5.1, l e t  D l = { t  l , t 2 , t 6 } .  
ITl l  = 3 since t I occurs in 01 and 03 , and t 2 oc- 

curs in 01 . 
G l = {Ol, 03}. 

Now we consider the fol lowing natural re t r ieva l  
schemes RSl, RS2, and RS3: 

RSI: Retrieve documents in descending order 
of the number of terms in common with the query Q. 
Documents with the same number of terms in common 
with the query are ret r ieved with equal probab i l i -  
t ies .  

RS2: Retrieve documents in descending or- 
der of the number of terms in common with the 
query Q. Documents with the same number of terms 
in common iwth the query are then ret r ieved in 
descending order of the number of OR-groups. in com- 
mon with Q. Documents with the same number of 
terms and same number of OR-groups in common with 
Q are ret r ieved with equal p robab i l i t i es .  

RS3: Retrieve documents in descending order 
of the number of OR-groups in common with the 
query Q. Documents with the same number of OR- 
groups in common iwth Q are then retr ieved in des- 
cending order of the number of terms in common with 
Q. Documents with the same number of terms and 
same number of OR-groups in common iwth Q are re- 
t r ieved with equal p robab i l i t i es .  

Assume a user issue~ a query Q. A par t ia l  
ordered re la t ion for  pairs of documents in C can 
be deduced from Q based on the fol lowing i n tu i t i on .  
I t  is l i k e l y  that a document D i which has more OR- 
groups in common iwth Q than another document Dj 
is more l i k e l y  to be relevant to the user submitting 
query Q than Dj. Spec i f i ca l l y ,  the par t ia l  ordered 
re la t ion  is glven by: 

A document D i which has more number of OR- 
groups in common iwth the query Q than another 
document Dj has at least  as high a probab i l i t y  of 
relevance as D... That i s ,  D i '>' Dj i f  and only 
i f  Imil > Imjl J 

Example 4.3: 

From Example 5.2, l e t  D 2 = t l , t  3 . 
i > i We have D 2 D l s ince I G2[ = 3 > 2 = I G I I .  

Under tee above par t ia l  ordering i t  can be 
shown that RS3 performs bet ter  than RS2, which is 
bet ter  than RSI. 

CONCLUSIGN 

The use of a p robab i l i s t i c  re t r ieva l  scheme 
(PRS) is motivated. I t  is applied to the processing 

of Boolean queries. Our aim is to obtain a poten- 
t i a l l y  optimal PRS. To achieve th is ,  a corres- 
pondence between PRS and fuzzy sets is established. 
A process to obtain a fuzzy set corresponding to a 
po ten t ia l l y  optimal PRS is presented. Then, a 
po ten t ia l l y  optimal PRS is constructed from the 
fuzzy set. 

F ina l ly ,  the performances of some natural re- 
t r ieva l  schemes are compared using a par t ia l  or- 
dering deduced from a given Boolean query. 

The main contr ibut ionsof  the work presented 
here are 
( I )  a re la t ionship between a re t r ieva l  scheme and 
i t s  re t r ieva l  ef fect iveness is established analy- 
t i c a l l y ;  
(2) the use of fuzzy set,  which has been employed 
by ea r l i e r  researchers but not related to the ef-  
fectiveness of r e t r i eva l ,  f i t s  into the develop- 
ment of ( I )  na tura l ly ;  and 
(3) a conceptually very simple process to obtain 
a po ten t ia l l y  optimal PRS is provided. This 
procedure is independent of the given par t ia l  or- 
dering. Thus, i f  a bet ter  par t ia l  ordering (than 
the one given here) is obtained by another i n te r -  
pretat ion of a Boolean query or by re-evance feed- 
back, the procedure given here can s t i l l  be applied. 
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DI(I, i,i,i) 

D2(1,1,1,0) D3(I,I, 0,1) D4(I, 0,1,1) ~ , 1 ,  i) 

D6(I, 0,l) 

D10(0, 0, i, i) 

DI2(0, 0,1,0) DI3(0, 0, 0,i) DI4(0,1,0,0,) DI5 (i, 0,0,0) 

DI6(0,0,0,0) 

Figure i: A partial ordering of the documents with respect to the 

query (t I or t2) and (t 3 or t4). DI'~'D2; D6"~'DI0 etc. 
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D 2 D3 D 4 D5 

3 documents are to be retrieved. 

A deterministic retrieval scheme might retrieve DI,D2,D 3 . 

Suppose RI=I , R2 = 0, R3=o , R4=I , R5=I. 

Then the deterministic scheme retrieves I relevant document 

only, while a random retrieval scheme retrieves 3/5(1+0+0+1+1) 

=9/5 relevant documents. 

Fisure 2 : Illustrates that a deterministic retrieval scheme may 

not always be better than a random retrieval scheme. 
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Di(2/5) 

D2(2/5) I 

D4(2/5)~ I 
D3(2/5) 

D5(2/5) 

DI(2/5) 

D2(3/[ ) 

D4(I/ ) 

D3(2/5) 

D5 (2/5) 

(a) Before applying the operation, 
the PRS is the random PRS. 
The numbers in paranthesis are 
the probabilities of retrieval. 

\ 

(b) A PRS obtained after one ex- 
execution of the operation on 
the random PRS with A=I/5. 
The two documents acted on by 
the operation are D 2 and  D 4. 

DI(1) 

D2(I/5) ~ D3 (4/5) 

D4(0) ~ ; D5(0) 

(c) A possible PRS after re- 
peated applications of the 
operation. This PRS satisfies 
conditions (i) and (ii). 

Figure 3 : Illustrates the operation on a partial ordering. The number of 

retrieved documents, i, is 2. 
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i 

2 3 

Figure 4: The extreme points of the triangle are {1,2,3}. Any point in 

the triangle is a convex combination of {1,2,3}. 
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