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ABSTRACT

The objective is to relate the effectiveness
of retrieval, the fuzzy set concept and the proces-
sing of Boolean query. The use of a probabilistic
retrieval scheme is motivated. It is found that
there is a correspondence between probabilistic
retrieval schmes and fuzzy sets. A fuzzy set cor-
responding to a potentially optimal probabilistic
retrieval scheme is obtained. Then the retrieval
scheme for the fuzzy set is constructed.

INTRODUCTION

The effect of term weights on the performance
of queries was analyzed in[24 ], where it was
shown that gueries whose terms having higher "pre-
cision values" are assigned heavier weights yield
better retrieval results than queries whose terms
are assigned the same weights, under the assump-
tion that terms are distributed independently.
Thus, the precision value of a term characterizes
the usefulness of the term in retrieval. This re-
sult was supported in [13], whre it was shown that
if terms of a query are assigned weights propor-
tional to the logarithm of their precision values,
then optimal retrieval results are obtained under
the same term independence assumption. When
terms are distributed dependently, the incorpora-
tion of the term dependence into the retrieval
process yields better retrieval results [9,20,231.
Even more general condition exists for the construc-
tion of the optimal queries [5,8,21]. The above re-
sults assume that certain parameter values (e.g.
those needed to compute the term precision values)
are known. When these values are not known, they
may be estimated by relevance feedback [5,7,15,22]
where the user identifies each retrieved document
as either relevant or irrelevant, and input the
information to the system. Where relevance feed-
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back can not be employed (e.g. a user submits a
query the first time), various attempts have been
made [6,17,18,25] to yield reasonable retrieval
results. All these techniques are used when the
user's queries are expressed as sets of keywords.

When a user's query is expressed as a Boolean
expression, various approaches have been suggested
[3,4,10,12,19]. The use of fuzzy set seems to be
promising, though there was criticism on how the
fuzzy set was used in information retrieval [2,14].
Very Tittle is known how the assignment of weights
to Boolean queries affects retrieval effectiveness
nor how the use of fuzzy set influences retrieval
effectiveness. This thesis relates the use of
fuzzy set retrieval to the effectiveness of
Boolean queries processing.

In Section 2, the use of a probabilistic re-
trieval scheme (PRS) is motivated. Our objective
is to find a potentially optimal PRS. In Section
3, it is found that a PRS yields a fuzzy set and
conversely. An operation is introduced such that
repeated applications of the operation on a given
fuzzy set yield a fuzzy set corresponding to a
potentially optimal PRS. 1In Section 4, three re-
trieval schemes are compared using the results of
Section 3. some concluding remarks are given in
Section 5.

2. MOTIVATION

When a user submits a query, the collection
of all documents, say C, is partitioned into sub-
sets, each subset has a distinct combination of
terms specified by the query. For example, if the
query statement is [(t} OR t2) AND (t3 OR t4)],
where t; represents the i-th term, then with re-
spect to the query, the subsets are {{x],x2,X3,X4)
| xi € {0,1}, where a '1' in the i-th position de-
notes the presence of the i-th term, 1 < i < 4}.
We shall view each subset of documents as a single
document because any two documents in the subset
have the same combination of terms and these
documents can hardly be differentiated from each
other with respect to the query. From the query
specification, one can usually deduce that certain
documents are likely to have at least as high
probabilities of relevance as some other documents.
In general, a partial ordering of documents can be
constructed such that Dy '>' Ds; if one can deduce
from the user query that the i-th document D; has
at least as high a probability of relevance as
the j-th document D;. For example, for the user
query [(t7 OR tp) ARD (t3 OR tg)1, it is Tikely



that a document represented by (1,0,1,0) has a prob-
ability of relevance at least as high as that of
another document represented by (0,0,1,1) but it

is difficult to predict which of (1,0,1,0) and
(0,1,0,1) has a higher probability of relevance.

A partial ordering of the 16 documents with respect
to the query is given in Figure 1. Note that in a
partial ordering, while it is known that the prob-
abilities of relevance of certain documents are
larger than those of some other documents, the ac-
tual probabilities of relevance of the documents
are not known.

Suppose the user wants to retrieve m out of a
total of n documents, n > m. A choice of m docu-
ments from the partial ordering in a deterministic
manner may yield supotimal retrieval results. For
example, in Figure 1, if m=10, it is quite clear
that the first 9 documents retrieved are {D1,D2, .
..s09}; however, retrieving Dyg (D11) will yield
suboptimal results if Dy7 (Dyg) has a higher prob-
ability of relevance than D10?D11). In fact, re-
trieving say {D7,D2,...,D10} may yield fewer ex-
pected number of relevant documents than retrieving
{D1,...,D5} followed by randomly choosing five out
of six documents {Dg»D7,...,Dy7} (each of which
has the same number of terms 1n common with the
query), each with equal chance. The former re-
trieval rule yields (Ry+...+Rg+Rg+...+Ryg) expected
number of relevant documents while the 1atter
yields (Ry+...+Rg+5/6+(Rg+...+R11)) where Ry is
the probability of relevance of the i-th document.
Thus, the latter retrieval rule yields more relevant
documents if Rj=Rp=...=Rg=1; Rg=R7=...=Rg=R;1=0.9;
R10=0.3. Note that this assignment of probabilities
of relevance satisfies the partial ordering given
in Figure 1.

Such a consideration motivates the present
study on probabilistic retrieval schemes PRS .
Each scheme assigns a probability of retrieval, Py,
to each subset, Sk, containing m documents, 1 < k

< N = c(n,m)*. The number of relevant documents in
Sk 1is
b R..
J
DieSk

The probability that Sy is retrieved is Py. Thus,
‘the expected number of relevant documents retrieved
by a PRS is

This is referred to as the performance of the scheme.

Our amm is to find a probabilistic retrieval scheme,

say PRS1, such that

1) The performance of PRS1 is always better than
that c¢f the random PRS (which assigns equal
probabilities of retrieval to all subsets of m
docurents) for any set of probatilities of rel-
cvarice {Rj, 1 < i < n} satisfying the given
rartial orderinc. Note that a deterministic
retrieval scheme may not have this property.
{See Fiaqure 2.)

-

¢j The performance of PRS1 is better than that of
any other PRS, for at least one set of probab-
ilities of relevance satisfying the given par-

*
c(ny is the number of combinations of choosing
m out of n things.
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tial ordering. In other words, no ther PRS is al-
ways better than PRST.

Obviously, it would be nice to have a PRS which
is always better than oany other PRS. However,
this may not be possible. In fact, it is possible
that a PRS 1is better than another PRS under a set
of probabilities of relevance of the documents but
the former PRS is worse than the latter PRS under
another set of probabilities of relevance while
both sets of probabilities of relevance of the
documents satisfy the given partial ordering. For
example, suppose two documents are to be retrieved
for the partial ordering in Figure 1. A PRS which
assigns non-zero probabilities of retrieval Py,Pp,
P3 and Pg to {Dy,Dp}, {Dy,D3}, {D7,Dg4}, {Dy,D5}
respectively,

%
P. =1,

i=p !
will retrieve fewer relevant documents than another
PRS which assigns probabilities of retrieval Py+a,
P>-A, Py and Py to the four sets, A>0, if D2 has a
higher probability of relevance than Dy. But the
latter PRS will retrieve fewer relevant documents
than the former PRS if D3 has a higher probability
of relevance than Ds.

A PRS satisfying properties (1) and (2) above
is a potentially optimal PRS. Such a PRS can be
obtained as described in the next section.

3. OCBTAIN A PCTENTIALLY OPTIMAL PRS

Instead of assigning a probability of re-
trieval, Py, to each subset Sk, a PRS can be
viewed as assigning a probability of retrieval,
r:, to each document Dj, 1 <3 <n. Inother
words, the retrieved set is a fuzzy set 26 of n
documents, wehre the "degree of membership of the
j-th document in the retrieved set" denotes its
probability of being retrieved. More precisely,
the expected number of relevant documents retrieved
by a PRS can be written as

n
.R.
\]Z] rJ J
as shown by the following lemma.
Lerma 3.1:
DR (] i
P, ( R.) = r.R, (3.1)
k=1 K Dies, 0 g=1 Y

where r; is the probability of retrieval of the
J-th doCument.

pProof: Consider a two-dimensional matrix where
the columns are the N=c(n,m) subsets of documents,
the rows are the n documents and the (j,k)-th
entry of the matrix =

PkRj if Dj is in the k-th subset, Sk,
0 otherwise.

The left hand side of equation (3.1) is the
surming of all the entries in the matrix column
by column. When the entries in the j-th row are
summed, we obtain =
Yy PR, =( Y PR,

k"3j k™3
DjeSk DjeSk



where the summation is over all subsets containing
the j-th document. Since rj is the probability of
retrieval of the j-th document, rj =

Dje Sk
When j ranges from 1 to n, that is, the entries in
the matrix are summed row by row, the right hand
sice of the eugation is obtained.

In order to find a PRS satisfying condaition
(1), we initialize ry=m/n, 1 < 1 < n. This is the
situation where each document has the same prob-
ability of being retrieved. In other words, this
is a fuzzy set iwth the degree of membership of
each document being the same. It implies that each
subset of m documents has the same probability of
being retrieved, which corresponds to the rardom
PRS. An iterative operation is now introduced.
This operation increases the probability of re-
trieval of a document having a higher probability
of retrieval of another document having a lower
probability of relevance by the same amount. As a
result, the expected number of relevant documents
retrieved is increased. Specifically, the oper-
ation is:

Operation A:

For any documents Dj,D; in C if Dy '>'
the probability of retrieval of the j- th docu%ent
rj > 0 and the probability of retrieval of the
i-th document rj < 1, then aA> 0 can be chosen
so that the new r;j, denoted by ri', and the new
rj, denoted by rj', satisfy

o=+
ry' = A

rj rj A <y
Figure 3(a) and 3(b) show the effect of ex-
ecuting the operation once for A = 1/5 and m = 2.
The above operation changes a fuzzy set into
another fuzzy set. We want to show that the new
fuzzy set corresponds to a PRS. Specifically,
given aset of rj, T<i<n, 0<ry <1,

n

r. =m,
=1
we want to establish the existence of a set of
probabilities of retrieval of the subsets, Py,
1 <k<N 0<Pg<T,

,1<j=<n. (3.2)

The above equation says that the probability
of retrieval of the j-th document is the sum of
the probabilities of retrieval of the subsets S,
which contain the j-th document. (3.2) can be re-
written in a matrix form, where the rows are the n
documents, the columns are the N subsets and the
(j,k)-th element of the matrix denotes the presence
or absence of the j-th document in the k-th subset.
More precisely, (3.2) is equivalent to:
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BRI N
. . r
2 2
a5y aj2"‘ajk"'ajN = (3.3)
_fn] an2"'ank"'aqf; _EN fﬂ_
where a\].k = 1 if Dj is in Sk

0 otherwise.

Clearly, (3.3) can be rewritten as (by viewing

each column of the matrix as a vector
_ (3.4)
P]A] + P2A2 + ... ¢+ PNAN =

where a]j and

A. = . r =

J
anj

The existence of a set of P's satisfying
(3.4) and the constraints imposed on the r's and
the P's is guaranteed by an application of
Choquet's theorem [11].

A version of Choquet's theorem: Let X be a
closed and bounded (see, for example, [1]} convex
subset with finitely many extreme points on the n-
dimensional space RP, and Tet xge X. Then xg can
be written as a convex combination of the extreme
points of X.

Intuitively, a convex set is one where for
any two points in the set, any point in the
straight line segment joining the two points is
also in the set. A convex combination of a num-
ber of points is {X},...,Xy} is

q:X; »
PRI

where 0 < g5 <1 and

j=1

An extreme point is a point which cannot be ex-
pressed as a convex cerhination nf other peints.
In Figure 4, the triangle is a convex set. The
extreme points are tihe "corners” and are labelled
{1,2,3}. Any point in the triangle can be written
as a convex combianation of the extreme points.
For example, point 4 is a convex combination of
points 1 and 2; point 5 is convex combination of
3 and 4 and is therefore a convex combination
of points 1, 2 and 3.

To apply the theorem, the following lemma is
established.

n
Lemma 3.2: Let X be {(sy,...sp)l } sj = m,
3=l
0<sjcx 1} Then (i) X is a closed and bounded
conveX set, (ii) each Aj is an extreme point in X,

(iii) the only extreme points are the A's,
1<j<Nand (iv) r is in X.



Thus, (3.4) is equivalent to "r is a convex
corbination of the extreme points A;, 1 < j < N'.
Then Choquet's theorem guarantees t%e existence of
the P's satisfying (3.4).

Operation A assigns a higher probability of
retrieval to a document D; and a lower probability

of retrieval D; when the probability of relevance
of Dj is at leaSt as high as that of Bj. In-
tuitively, this yields at Teast as many relevant
documents. It is easy to show that

Lemma 3.3: The performance of the new PRS (after

a successful execution of the opeation) is at least
as good as that of the old PRS {before the execution
of the operation).

Proof: Let ry be the'probability of retrieval

of Dg in the old PRS, ri' be the probability of re-
trieval of Dy in the new PRS, 1 < k < n. Assurme

we applied the operation A on the document pair

Dj, Dj where Dj '>' Dy, rj <1 and rj > 0. Since
ri < ?, ri > 0, there“exists a A > 0 such that

ri'=r; A, ri' =ri-Aand 0 < ry', rj < 1.
The probabilities of retrieval of other documents
are unchanged. n
The performance of the new PRS = ) rt'Rt
t=1
=y 'R, + (r.-A)R, + (r.+A)R,
t#1,j t 't J J i i
n n
= tZ] rth + A(Ri_Rj) 3_tz] rth = the performance
of the olds PRS. H

Since we start off with the random PRS and
each execution of the operation yields a better
PRS, we must end up with a better PRS. When the
operation can no longer apply (i.e. for every D,
'>' D;, either v, =1 or r; = 0), a PRS is reached,
say PﬂSZ, which datisfies the following property:

CONDITION(*)

For any pair of documents, Dj and Dj in set C,
Bj '>' Dy and rj # 0 imply ry = 1.

Thi% PRS2 can be shown {o possess the property
that

Lemma 3.4: Ho other PRS is always better than
PRS2, i.e. condition (2) is satisfied.

Proof: Assume PRS2 assigns probability of retrieval
r; for each document Dy and some other PRS, say
PRS', assigns probability of retrieval t; for docu-
ment Dy, T <1 <n. Let A={Dj | tjy <ri}andA'=
A U Ay where Ay = {Dy | Dy '>' Dj for some Dj in A

but Dj ¢ A}. By definition of Aj and PRS2 satisfies
Condition (*), each Dj in Ay satisfies rj = 1. Let
m be the number of documents retrieved. le want to
show that there always exists a set of {Rj | 1 < i

< n} satisfying the given partial ordering and the
performance of PRS2 is better than that of PRS'
under the set.

Case(1) m < |A'|,

m/|A"|

Let R1. =:\
0

He now show that {Rj | 1 < i < n} satisfies
the partial ordering by establishing that for each
document Ds in A', if D; '>' Ds, then D3 is also
in set A'.” If Dj is in A, then since rj > 0 and
D; and D; satisfy Condition(*), ri = 1.” By defini-
tions of"A and Ay, Dy is in A'. If Dj is in A7,

if Di is in A’

otherwise.
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then thereisa Dy in A such that Dj '>' Dy. Since
D;i '>' Dj and '>" is transitive, Bj '>' Dy. Thus
Dj is in"A'. e now show that PRS2 has a better

performance than PRS'.

§ riRo= )

riRy o+ LRy

P51 ieh ich
) 1EAI R iZA "if
” 1'ZA] hi 1'ZA H
iiZA] R L Y
) iZA’ b

Case(2) m > |A'},
Let Ri =11 if Di is in A'
(m-A'])/(n-]A"|) otherwise.

Then R; | 1 <1 <n

< satisfies the partial or-
dering as in Case{1).

n
1_z]v‘iRi = Y r

£ 3 e Um-lAT )/ (A ])
i3A

ich’ i
= T oro# (e [A /-] AT ) T
ieA' LY
Let A= 7§ - ) t; > 0,
icA' ieA
then since
yore+ Y oro=m= ¥ ti+ ) >
7 UL /XL = SR /X
t, - )Y r, o=,
igar v e

Thus the above expression

(a+ ]t )+ ((m=A )/ (n=[AT D) Y t-a)
ich' TgA"

iehA

i

& (=((me A D/ =811 + ] Ry
1=

4
I~1>

t.R., for n > m. Fi
i

i=1

Thus, repeated applications of the operation,
until the operation can no longer applies, yields
a PRS satisfying both Conditions (1) and (2).

That is, a potentially optimal PRS is obtained.

4. SCHEMES COMPARISON

In this section, we present three natural
retrieval schemes. Under a certain partial
ordering of documents induced by a given Boolean
query, the performances of three schemes are com-
pared.

4.1 Query Representation

A Goolean query Q can always be expressed as a
number of OR-groups, connected together by AND
operators, each ¢roup being a Boolean expression of
indexed terms connected by OR operators. Specific-
ally, the query Q can be written as follows:



M Mo Mp
= = AND(OR

Q AND(Op) AND(0 tpq)
p=1 p=1 g=1

where M is the number of OR-groups in Q, Oy is the
p-th OR-group, mp is the number of terms in Op, and
tpg is the g-th term in the p-th OR-group Op.

Example 4.1:
If Q= (t1 OR tz) AND (t3 OR t4) AND (t7 OR tg),
then there are 3 OR-group 07 = (t7 OR t), 0p =
(t3 OR tg) and 03 = (ty OR t5).

The set of 8R—groups in common between Q and
Dj» namely Gj, is the set of OR-groups of Q, each
of which has a term occurring in Dj. The number
of terms in common between Q and Dj, namely Ti s
is the number of occurrences of the terms of Q,
each of which occurs in Dy.

Example 4.2:

From Example 6.1, let Dy = {ty,to,tg5}.

[Ty] = 3 since ty occurs in Oy and 83, and ty oc-
curs in 07.

6 = {0y, 03}

Now we consider the following natural retrieval
scnemes RS1, RS2, and RS3:

RS1: Retrieve documents in descending order
of the number of terms in common with the query Q.
Documents with the same number of terms in common
with the query are retrieved with equal probabili-
ties.

RS2: Retrieve documents in descending or-
dger of the number of terms in common with the
query Q. Documents with the same number of terms
in common iwth the query are then retrieved in
descending order of the number of OR-groups_in com-
mon with Q. Documents with the same number of
terms and same number of CR-groups in common with
G are retrieved with equal probabilities.

RS3: Retrieve documents in descending order
of the number of OR-groups in ccrmon with the
query (. Documents with the same number of OR-
groups in common iwth Q are then retrieved in des-
cending order of the number of terms in common with
Q. Documents with the same number of terms and
same number of OR-groups in common iwth Q are re-
trieved with equal probabilities.

Assume a user issues a query Q. A partial
ordered relation for pairs of documents in C can
be deduced from Q based on the following intuition.
It is likely that a document Dj which has more OR-
groups in common iwth ¢ than another document Dj
is more likely to be relevant to the user submi%ting
query Q than Dj. Specifically, the partial ordered
relation is given by:

A document Dy which has more number of OR-
groups in common 1wth the gquery Q than another
document D: has at least as high a probability of
relevance as D;y. That is, Dj '>' Dj if and only

. . J
if IG'[I > IG\]i

Example 4.3:

From Example 5.2, let Dy = ty,t3 .

We have Dy '>' Dy since |G| = 37> 2 = |Gy].
Under the above partial ordering it can be

snown that RS3 performs better than RS2, which is

better than RST.

CONCLUSIGN

The use of a probabilistic retrieval scheme
(PRS) is motivated. It is applied to the processing

50

of Boolean queries. OQCur aim is to obtain a poten-
tially optimal PRS. To achieve this, a corres-
pondence between PRS and fuzzy sets is established.
A process to obtain a fuzzy set corresponding to a
potentially optimal PRS is presented. Then, a
potentially optimal PRS is constructed from the
fuzzy set.

Finally, the performances of some natural re-
trieval schemes are cormpared using a partial or-
dering deduced from a given Boolean query.

The rain contributionsof the work presented
here are
(1) a relationship between a retrieval scheme and
its retrieval effectiveness is established analy-
tically;

(2) the use of fuzzy set, which has been employed
by earlier researchers but not related to the ef-
fectiveness of retrieval, fits into the develop-
ment of (1) naturally; and

(3) a conceptually very simple process to obtain
a potentially optimal PRS is provided. This
procecure is independent of the given partial or-
deringo. Thus, if a better partial ordering (than
the one given here) is obtained by another inter-
pretation of a Boolean query or by re-evance feed-
back, the procedure given here can still be applied.
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D,(1,1,1,1)

D6(1,O,l,0) D,(0,1,1,0) D,(0,1,0,1) Dg(l,0,0,l)

=/

DlO(O’O,l’l) Dll(l’]"o’o)

/N

D,,(0,0,1,0) D,4(0,0,0,1) D,,(0,1,0,0,) D,(1,0,0,0)

D, (0,0,0,0)

Figure 1: A partial ordering of the documents with respect to the

. “an . ~ o .
query (tl or t2) and (t3 or t4) D1 z_Dz, D6 —-D10 etc
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3 documents are to be retrieved.

A deterministic retrieval scheme might retrieve D Dy,D3

12
Suppose R3=1, Rp= 0, R3=o, Ry=1, Rs=l.

Then the deterministic scheme retrieves 1 relevant document
only, while a random retrieval scheme retrieves 3/5(1+0+0+1+1)
=9/5 relevant documents.

Figure 2 : Illustrates that a deterministic retrieval scheme may

not always be better than a random retrieval scheme.
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Dl(2/5)

D,(2/5) D,(2/5)

D4(2/5) D5(2/5)

(a) Before applying the operationm,
the PRS is the random PRS.
The numbers in paranthesis are
the probabilities of retrieval

D2(1/5)

D, (0)

(c) A possible PRS after re-

~

D, (1)

D, (2/5)

D2(3/5) D3(2/5)

D4(1/5) D5(2/5)

(b) A PRS obtained after one ex-
execution of the operation on
the random PRS with A=1/5.
The two documents acted on by
the operation are D2 and D4.

D3(4/5)
D, (0)

peated applications of the

operation.

conditions (i) and (ii).

This PRS satisfies

Figure 3: TIllustrates the operation on a partial ordering. The number of

retrieved documents, i, is 2.
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Figure 4  The extreme points of the triangle are {1,2,3}. Any point in

the triangle is a convex combination of {1,2,3}.
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