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ABSTRACT 
Reputation analysis is naturally linked to a sentiment analysis task 
of the targeted entities. This analysis leverages on a sentiment 
lexicon that includes general sentiment words and domain specific 
jargon. However, in most cases target entities are themselves part 
of the sentiment lexicon, creating a loop from which it is difficult 
to infer an entity reputation. Sometimes, the entity became a 
reference in the domain and is vastly cited as an example of a 
highly reputable entity. For example, in the movies domain it is 
not uncommon to see reviews citing Batman or Anthony Hopkins 
as esteemed references. In this paper we describe an unsupervised 
method for performing a simultaneous-analysis of the reputation 
of multiple named-entities. Our method jointly extracts named 
entities reputation and a domain specific sentiment lexicon. The 
objective is two-fold: (1) named-entities are naturally ranked by 
our method and (2) we can build a reputation graph of the 
domain’s named entities. This framework has immediate 
applications in terms of visualization or search by reputation. 

Categories and Subject Descriptors 
• Information systems~Information extraction. 
• Information systems~Sentiment analysis 

Keywords 
Reputation analysis, sentiment lexicons, LDA. 

1. INTRODUCTION 
When searching for opinions, an IR system must deal with the 
domain named-entities and with specific sentiment lexicons. In 
some cases, these named-entities (e.g., the actors or film titles in 
the movies domain), are so important that they become a synonym 
of high-quality (or low-quality). They become references in their 
area. It is not uncommon to find reviews where multiple citations 
to actors or movies occur. Thus, it becomes fundamental that an 
IR system identifies these named-entities and infers its reputation. 

Reputation analysis for entities has been a topic of recent 
research, since the new trend of micro blogging has propelled an 
accumulation of data that reflects public opinion on various 
subjects. Go et al. [3] used various machine learning algorithms 
(Naïve Bayes, Maximum Entropy and SVM) to classify the 
overall sentiment of Twitter messages towards specific keywords, 
representing various distinct entities likes movies, famous people, 
locations and companies. Later, Chen et al. [1] proposed the 
extraction of sentiment polarity on tweets towards movies and 
people as a constrained optimization problem. Chen et al.’s 

approach used a lexicon containing both formal and slang words 
to accommodate Twitter vocabulary, built by collecting words 
from dictionaries such as SentiWordNet [2] and Urban Dictionary 
(www.urbandictionary.com). Here, however, we argue that static-
lexicons are too coarse-grained. As a consequence fail to capture 
relevant sentiment words that target numerous entities. Also, 
static-lexicons assign fixed weights to sentiment words. In this 
paper we capture the relevant sentiment words and weight them 
according to their sentiment relevance. The proposed method 
detects sentiment words fluctuations through an LDA generative 
model from users’ sentences extracted from reviews of different 
ratings. Moreover, the method also weights the overall sentiment 
level associated to an entity, corresponding to the reputation of 
that entity. 

2. RELATED WORK 
A sentiment analysis challenge begins with the nature of text 
opinions: opinions are inherently subjective and written in natural 
language, which is also an ambiguous way of representing 
knowledge. One of the earliest approaches that contributed on 
identifying subjective sentences, hence opinionated sentences, 
was proposed by Hatzivassiloglou et al. [4]. In this work was used 
a seed of adjectives with a set of linguistic constraints to capture 
adjectives. Later, Turney et al. [11, 12] used a seed of adjectives 
from Hatzivassiloglou et al. [4] and the General Inquirer 
dictionary in a sentiment classification task. 

Recent work on capturing relevant sentiment words has focused at 
identifying sentiment words by exploring the usage of slang or 
domain-specific sentiment words [1]. For instance, Urban 
Dictionary (UD) and Twittrat’s (twitter.com/twitrratr) are 
dictionaries that aim at capturing sentiment words that more 
traditional dictionaries fail to capture (e.g. Multi-perspective 
Question Answering (MPQA) [14], General Inquirer 
(www.wjh.harvard.edu/~inquirer/) and SentiWordNet [2]). In the 
present work we stress on the need to capture relevant sentiment 
words which are strongly associated to a given context. Hence it is 
proposed a ranked based LDA to capture the most relevant 
sentiment words. 

Reputation analysis have focused not only for summarizing the 
overall reputation but also to predict the reputation of other 
instances or events [5, 8]. Joshi et al. [5] explored the popularity 
of old movies among online critic reviews to predict opening 
weekend revenues for new movies, by comparing the similarity in 
metadata of old highly rated movies with new ones. More 
recently, Oghina et al. [8] predicted the IMDb movie ratings by 
analyzing their popularity on social media, namely Youtube and 
Twitter. Oghina et al. used textual tweets, comments and likes on 
videos related to specific movies to predict their reputation, then 
translated into a numeric rating scale from 1 to 10. In our proposal 
we aim at identifying the most relevant sentiment words that 
characterize the reputation of a given entity. Hence, movie 
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reviews were extracted from the IMDb (www.imdb.com ) movie 
database and, the actors and characters (e.g. batman) names which 
represent the entities. The potential marketing usefulness of 
reputation analysis has led research on last years to focus 
extensively on monitoring and profiling relevant emerging topics 
for market brands and organizations on Twitter, such as Apple 
and Windows [6, 7, 10, 13]. Martín et al. [7] explored different 
approaches for identifying emerging topics that are relevant for an 
organization’s reputation, such as representing each tweet as a set 
of Wikipedia entries that are related to it and extending the LDA 
generative model to capture relevant topics on tweets. More 
recently, Spina et al. [10] tested a variety of different techniques 
with the same goals as Martín et al and others[13]. For obtaining 
aggregated sentiment regarding an organization Spina generated 
domain-specific semantic graphs to expand a sentiment lexicon. 
Also, for monitoring relevant topics, tested approaches included 
filtering relevant or irrelevant tweets to a certain company by 
discovering filter keywords and usage of wikified and LDA model 
in a similar way to Martín’s et al. approach.  

3. RANKING BY REPUTATION 
The problem we address in this paper aims at measuring an entity 
reputation by creating a sentiment lexicon and weighting its’ 
relevance towards the entity. The proposed sentiment lexicon is 
created with user sentences without human supervision. To 
identify the sentiment words it is proposed a multilevel generative 
model of users’ reviews. Therefore we propose a generative 
probabilistic model that ties words to different sentiment 
relevance levels and evaluate within each subjective sentence the 
sentiment word proximity to an entity. 

Problem definition. Consider a set of M sentences ࣞ ൌ ሼ݀ଵ, … , ݀௟ሽ 
containing user opinions towards a given movie. Each review ݀௜ 
is represented by a tuple ሺݓ௜, ௜ݓ ௜ሻ, whereݏ ൌ ൫ݓ୧,ଵ, …  ௜,ே൯ is aݓ
vector of N word counts and ݏ௜ א ሼ1, … , ܴሽ is the associated 
sentiment value quantifying the user opinion about the product (it 
corresponds to the user rating). An entity is any movie, actor, 
character, director, etc of the domain. Entities are usually 
mentioned in reviews and are part of the domain taxonomy. Our 
goal is twofold: first we compute a fine-grain lexicon of sentiment 
words that best captures the varying level of user satisfaction, and 
second, we determine the reputation of an entity by measuring its 
impact in the domain, i.e., the most relevant sentiment words 
associated to an entity. 

3.1 Framework 
The reputation analysis framework is divided into different steps, 
Figure 1 illustrates the process. First, to best capture complex 
sentiment expressions, we compute bigrams with a maximum of 3 
words between every word pair. Stop words removal and 
lemmatization are also part of the initial step. Second, we compute 
the sentiment lexicons after removing the entities from the corpus 
to determine the influence of these entities in the domain 
sentiment characteristics. Finally, to ascertain the reputation of 
named entities, we propose two ways: the number of citations and 
the context in which they are cited. 

3.2 Ranked sentiment lexicon 
LDA is a generative model that explores word co-occurrences at 
document-level and at the level of K latent topics. It samples a 
word distribution from a prior Dirichlet distribution for each latent 
topic. The probability of a sequence of words and its hidden topics 
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Figure 1: The Rank-LDA graphical model. 

is given by ݌ሺݓ, ሻݖ ൌ ׬ ሻߠሺ݌ · ∏ ௡ሻேݖ | ௡ݓሺ݌ሻߠ | ௡ݖሺ݌
௡ୀଵ  is ߠ where ߠ݀

the random parameter of a multinomial over topics. With ranked 
LDA the goal is to identify which words are used to express a 
sentiment. Figure 2 presents the graphical model of the proposed 
Rank-LDA method. At its core, the Rank-LDA links the latent 
topics to the sentiment relevance of each sentence. For each 
relevance there will be a set of hidden topics that will be 
activated. 
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Figure 2: The Rank-LDA graphical model. 

Rank-LDA is structured as follows:  is the per-corpus topic 
Dirichletሺ· ·ሻ distribution,  is the per-sentence topic Dirichletሺߟ|  ሻߙ|
distribution, z is the per-word topic assignment following a 
Multinomial൫·  ሺௗሻ൯ distribution, and w correspond to the set ofߠ|
words observed on each sentence. Finally, ݏ௜ א ሼ1, … , ܴሽ is the per-
sentence sentiment relevance and sw is the per-word random 
variable corresponding to its sentiment distributions across the 
different sentiment levels of relevance. The random variables ,  
and  are the distribution priors. The sentiment word distributions 
are given by the density distribution 

ݓݏሺ݌ | ሻݏ ൌ න ሻߠሺ݌ · ෑ ௡ݖሺ݌ ,ߠ | ௡ሻݖ | ݓݏሺ݌ሻݏ
ே

௡ୀଵ

ߠ݀ ൅ ߬ ሺ1ሻ

where we compute the marginal distribution of a word given a 
sentiment level, over the K latent topics of the Rank-LDA model. 
The variable ߬ is a smoothing parameter that we set to 0.01. 

The sentiment word distribution function can also be used to rank 
words by its positive/negative weight or to calculate a word’s 
cross-sentiment occurrences. To achieve such conversion is 
through a normalization function such as  

ሻݓݏሺܣܦܮܴ ൌ
ݏ|ݓݏሺ݌ ൌ ݅ሻ െ ݏ|ݓݏሺ݌ ൌ ݆ሻ

݉݅݊൫݌ሺݏ|ݓݏ ൌ ݅ሻ, ݏ|ݓݏሺ݌ ൌ ݆ሻ൯
ሺ2ሻ

where ݌ሺsw|ݏ ൌ ݅ሻ and ݌ሺsw|ݏ ൌ ݆ሻ contain the word ݓ 
relevance values in rating ݅ and ݆.  

3.3 Entity reputation graph  
IMDb movie reviews are in a rating scale from 1 to 10, thus, 
Table I presents the words distributions p  (see equation 1) 
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obtained with the lower and higher rating, 1 and 10. The words 
distributions for the opposite ratings is clearly depicted for the 
words horror, garbage and excellent, as for the words television 
and pilot the weights do not differ. 

The word batman represents a word highly related to a specific set 
of movies and intuitively would not be observed as a sentiment 
word. Nonetheless, in Table I the word batman depicts a high 
relevance value. Reasoning on this observation, in reviews from 
rating 1 and 10 the word batman is mentioned with a frequency of 
1,286 and 5,107, in 212 and 251 different movies respectively. 
For example,  

1. (…) it took a non-batman movie to finally make a decent-
cool looking-realistic Batman costume? (Watchmen); 

2. Go watch crash, Capote, walk the line, sideways even 
batman begins for modern Hollywood, this is dreadful. (The 
New World); 

hence, words like batman enclose a sentiment weight. The 
proposed ranked LDA sentiment lexicon captures these relevant 
sentiment words.  

Table I: RLDA word sentiment relevance. 

Word p1 p10 RLDA 

horror 0.069 0.016 3.286 

garbage 0.036 0.010 2.585 

excellent 0.010 0.034 2.425 

batman 0.010 0.132 12.192 

television 0.010 0.012 0.188 

pilot 0.010 0.012 0.188 

Considering batman as a sentiment word the reputation of entities 
as watchmen, equilibrium and others is weighted with the 
sentiment word weight of the entity batman, as in this case, is also 
viewed as relevant sentiment word (Figure 3). 

Batman

The New 
World

Equilibrium

Spider‐Man

Watchmen

Batman 
and Robin

Iron Man

American 
Psycho

Super 
Man

 
Figure 3: Reputation given by the sentiment word batman 

towards other movies (entities). 

4. EVALUATION 
4.1 Data 
IMDb-Extracted: This dataset contains 1,007,926 million movie 
reviews, corresponding to a total of 10,651,052 million sentences. 
Reviews are rated in a scale of 1 to 10. For evaluation purposes 
the dataset was evenly split into three disjoint subsets (A, B and 
C).  Following Pang et al. [9] approach the subset A was used to 
build a subjective classifier, thus, sentences from movie plots are 
labeled as objective and sentences from users reviews as 
subjective. Moreover, to perform a balanced subjective 
classification the number of subjective sentences was reduced to 
match the number of objective sentences. For the subset B and C, 
693,349 and 1,449,546 were classified as objective sentences 
respectively. The ranked LDA lexicon is built with subjective 
sentences from split B. The subjective sentences from split C are 
used for evaluation purposes. Table II presents the detailed 
information of the IMDb-Extracted.This dataset is available 
https://novasearch.org/datasets/. 

Table II: Detailed information of IMDb-Extracted. 

Split #reviews #sentences #subjective sentences 

A 335,975 167,074 83,537 

B 335,950 2,981,996 2,288,647 

C 335,976 3,953,522 2,503,976 

4.2 Experiments and results 
To evaluate the quality of the ranked sentiment lexicon for entity 
reputation two crowdsourcing (www.crowdflower.com) tasks are 
performed. First, given a sentence it is asked for the annotator to 
judge if a specified sentiment word is relevant to characterize the 
entity reputation (Table IV); and secondly, given 5 sentiment 
words it is asked for the annotator to judge if the entity described 
by those words has a positive, negative or neutral reputation. 
Therefore the first task evaluates if the captured sentiment words 
are relevant to measure the entity reputation and the second task 
evaluates the proposed method ability to correctly weight the 
sentiment word polarity. For the first task it was used 3,000 
sentences, the sentences were obtained randomly from the split C. 
And, for the second task 3,000 combinations of sentiment words 
in which roughly one third were bigrams. For both experiments, it 
was created a gold standard by selecting the units where workers 
had an agreement of 75% or more, resulting in 2036 gold units for 
the first task and 943 gold units for the second task. Table III 
compares the obtained annotations with methods based on our 
lexicon. Task REL refers to the first task, POL-UNI and POL-BI 
refers to the second task for sentiment words obtained from 
unigrams and bigrams, respectively. The obtained results for the 
relevance task suggests that a very high percentage of the captured 
sentiment words with our lexicon are relevant for reputation 
analysis of entities. In parallel, results for the polarity task shows 
that the associated weights for the sentiment words perform well 
on standard binary polarity evaluation. 

Table III: Crowdsourcing for Entities Reputation measured with 
ranked RLDA sentiment words. 

Task Precision Recall F-1 

REL 84.5% 94.0% 89.0% 

POL-UNI 80.2% 85.2% 82.6% 

POL-BI 81.4% 82.0% 81.7% 
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Figure 4: Reputation given by other entities (e.g. through citation). 

 

Figure 5: Sentiment words used as named entities reputation 
qualifiers. 

Table IV: Evaluation sentences for crowdsource. 

Sentence Entity rlda 

Having seen a few Hitchcock movies in my day,I cannot believe Zemeckis thought this script qualified. Hitchcock cannot##believe 

Seagal is the only man standing between blah and blah and blah de blah blah. Seagal blah##blah 

If there was an excellent Batman, this is the real deal. Batman excellent 

Anthony Hopkins did a great job as Diego de la Vega/Zorro. Anthony Hopkins great 

4.3 Discussion 
In Figure 4 is examined the number of different entities 
associated to a sentiment word. For instance, the sentiment word 
batman is related to 1,557 entities and indiana to 812 entities. In 
Figure 5 is shown the entities association to domain related 
sentiment words (e.g.drama, trailer and oscar). Moreover, 
Figure 6 presents the top positive and negative sentiment words. 
This illustrates how rank rlda captures both general and domain 
specific sentiment words. Also, characters and actor names are 
frequently used as positive, or negative, reference (Figure 3), 
thus, the relevance of using these sentiment words when 
measuring an entity reputation. 

 
Figure 6: Top positive and negative rlda sentiment words. 

5. CONCLUSIONS 
In this paper we have proposed a method to measure entities 
reputation. This was performed by selecting a set of sentiment 
words that best represent the opinions targeting a given entity. 
More, specifically, by exploring the words distributions in a 
generative ranked based LDA model, it is built a sentiment 
lexicon. The obtained lexicon was able to capture domain 
specific sentiment words that traditional static sentiment 
lexicons fail to capture or infer a generic sentiment weight. 
However, we stress that sentiment words that are usually 
overlooked as relevant sentiment words by traditional methods 
(e.g. batman or hannibal) enclose a relevant sentiment weight 
and we have shown that for several entities these sentiment 
words are frequently used. Furthermore, we have successfully 
evaluated the proposed approach in two crowdsource tasks. 
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