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1. INTRODUCTION 

Retrieval system evaluation plays an im- 
portant role in judging the efficiency and 
effectiveness of the retrieval process. Several 
different evaluation criteria, deemed most cri- 
tical to user population, were pointed out 
ir(SALTON83, CLEVERDON70]; namely, re- 
call, precision, effort, time, form of presentation 
and coverage. Among them, recall and pre- 
cision have received the most attention in the li- 
terature. Recall is defined as the ratio of the 
number of relevant documents that are retrieved 
to the total number of relevant documents. 
Preci&n, on the other hand, is the number of 
relevant documenrs retrieved divided by the 
number of retrieved documents. In particular, a 
recall-precision graph is often used as a com- 
bined evaluation measure of retrieval systems. 
Such a graph, given an arbitrary recall point, 
tells us the corresponding precision value. 

Recall and precision are measured after the 
system determines an ordering on the docu- 
ments in its collection in response to a user’s 
query. This ordering represents the system’s 
judgement of how well each document relates 
fo the user’s need. Based on this, the system can 
then retrieve items that best suit the user’s need, 
at least, from the system’s point of view. Prob- 
lems arise in two situations. The first one occurs 
when system generates a non-linear ordering of 
the documents as the output. This implies that 
system “thinks” two or more items are equally 
close to the user’s search request and would 
give them identical preference. In this case, 
some probabilistic notion of precision has to be 
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introduced. A number of measures for this pur- 
pose were proposed in the past including, for 
example, relevance probability and expected pre- 
cision[COOPER68, COOPER73, YU76, YU77, 
BOLLMANN881. We are interested in esta- 
blishing a correspondence between them and in 
finding out the extent to which the performance 
conclusions reached about retrieval systems 
based on these alternatives agree with each 
other. 

Secondly, when a set of queries is involved 
and we want to evaluate the overall retrieval 
results based on this given set of queries, some 
technique of interpolation of precision values is 
needed. A method of interpolation based on the 
use of the ceilin& operation was utilized in the 
pas(YU77, SALTON71, BUCKLEY851. We in- 
stead propose an interpolation technique which 
has a nicer interpretation than the precision- 
values obtained by the ceiling method. 

In section 2, we give a general introduc- 
tion to the various concepts and definitions 
needed in the context of evaluating the retrieval 
process. In addition, current approaches for 
measuring recall and precision, as well as prob- 
lems associated with those are identified. In sec- 
tion 3, alternatives to the existing solutions are 
advanced and their characteristics are studied. 
Specifically, in section 3.2, an alternative. under 
the assumption that NR is the stopping cri- 
terion is developed. In section 3.3, the implica- 
tions of using ND as the stopping criterion are 
considered. In the remainder of section 3, cer- 
tain important interactions existing between the 
definition of precision and the choice of stop- 
ping criterion are explained. Finally, the con- 
clusions of this study are presented in section 4. 
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2. BACKGROUND 2.1. Problem of Weak Ordering 

Let NR denote the number of relevant do- 
cuments needed to be retrieved. For a query 
with n relevant documents, NR ranges between 
0 and n. When the ordering produced by the 
similarity function is linear, for any recall point 
NR/n, precision is simply calculated as 
NR/(NR+NNR), where NNR is the number of 
nonrelevant documents being retrieved along 
with the NR relevant documents we need. But, 
when the ordering is not linear, the above 
method of finding precision must be modified 
and some notion of probabilistic precision will 
come into play in the computation. The reason 
is due to the many possible retrieval orders that 
may be generated by the system to meet the 
need. The practice in the past to deal with this 
situation was the following: Given NR relevant 
documents to retrieve (corresponding to recall 
level of NR/n), we start the search from the 
very top rank, with highest RSV, and keep mo- 
ving down until we reach a rank where the 
request can be satisfied. Suppose that there are 
r relevant documents and i nonrelevant docu- 
ments at this final rank. It is imagined that the 
r relevant documents at that rank form r inter- 
vals and the i nonrelevant documents at the 
same rank are uniformly distributed among 
these r intervals. Hence for every relevant docu- 
ment retrieved, i/r nonrelevant documents is 
expected to be retrievedw76, Yu77, 
SALTON73, SALTON74]. In other words, the 
total number of nonrelevant documents that are 
estimated to be retrieved(NNR) is given by 

When a particular search request is 
presented to a retrieval system, the documents 
in its collection can be imagined, conceptually, 
to have been divided into two categories. One 
consists of the set of relevant documents while 
the other is the set of nonrelevant ones. In fact, 
irrespective of what the IR system does, if a do- 
cument is judged by the user to be of interest, it 
is relevant. It is nonrelevant, otherwise. Hence 
the usefulness of a retrieval system is deter- 
mined to a great extent by how closely it can 
imitate the dichotomy identified above. 

In order for a retrieval system to locate the 
relevant items from a given collection with 
respect to a search request, a measure called the 
Retrieval Status VaZue(RStT) is often computed 
between each item in the collection and the 
search request. The RSV can be viewed as an in- 
dicator of the degree of similarity between a do- 
cument and a request. The RSVs are used to ob- 
tain a ranking of items in order that the system 
can make decisions as to which items should be 
retrieved. 

Two types of ordering of the RSVs can be 
distinguished immediately: lineaar and weab 
ordering. In the case of a linear or simple orde- 
ring, every item in the collection is assigned a 
distinct RSV by the similarity function used. On 
the other hand if more than one item may be 
present at the same level, i.e. with identical 
RSV, it is termed a weak orde- 
ring[BOOKSTEIN76]. In formal terms, a linear 
ordering is reflexive, transitive, antisymmetric 
and connected(every pair of elements is compar- 
able). In contrast, a weak ordering may not sa- 
tisfy antisymmetry[SUPPES57]. In other words, 
a weak ordering reduces to linear ordering as a 
special case. Linear ordering greatly simplifies 
the evaluation of retrieval results in that it im- 
poses a complete constraint on the retrieval 
order. 

Some kind of stopping criterion should be 
specified for the computation of a pair of recall- 
precision values. A commonly used criterion is 
to stop after retrieving a given number of 
relevant documents. If there are n relevant do- 
cuments with respect to a given query and assu- 
ming that the stopping criterion is the retrieval 
of h relevant documents, 1 < h < n, there are 
n possible recall levels, i.e., l/n, 2/n, . . , h/n, 
. . , (n-1)/n, and 1. 

NNR-j+$, (2.1) 

where j is the number of nonrelevant docu- 
ments in ranks completely needed (those above 
the final rank) and s is number of relevant docu- 
ments wanted from the final rank. As a result, 
the precision value at recall level NR/n is 
defined as 

NR 

NR+j+: 
cm 

We refer the evaluation method given in Equa- 
tion (2.2) as the J?RECALL method in the 
remainder of this paper. 

The problem associated with this practice 
is that the validity of the guess concerning the 
typical distribution of relevant and nonrelevant 
documents at the final rank is questionable. 
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This point will be further explained in section 
3.2. 

2.2. Problem of Multiple Queries 

The recall-precision graph is initially 
defined for a single query. However, in prac- 
tice, the evaluation result based on a single 
query is usually not satisfactory. Therefore, 
many queries are often involved. Since each of 
the queries might have different number of 
relevant documents, the simple recall levels(i.e., 
l/n, 2/n, . . . . . (n-1)/n and 1) previously in- 
troduced can not be used for purposes of avera- 
ging, and a method of interpolation of pre- 
cision values at preselected recall levels is 
needed. 

The conventional choice for these stand- 
ardized recall levels is 0, 0.05, 0.1, . . . . . , 0.95, 
and 1. The interpolation is done as follows: 
Each query is processed individually and the 
precision value with respect to each of the 
simple recall points is calculated as explained. 
Following that, the precision values at the 
various points are scanned in an increasing 
order, starting from point 2/n. Whenever the 
precision value being checked at a recall 
point(say h/n, h>2) is greater than precision at 
point (h-1)/n, the precision at point (h-1)/n 
is changed to the value at point h/n. This can 
cause a chain-effect. That is, precision at each 
point k/n (1 <k<h-2), will also be changed 
to be the same as the precision value at point 
h/n, in the event that the precision at k/n is 
less than precision at point h/n. This whole 
process is repeated until the last recall point, i.e. 
1, has been checked. 

After this stage, the precision value 
corresponding to each of the standardized recall 
levels (i.e., 0, 0.05, 0.1, “““, 0.95 and 1) is 
easily determined. Let x be one of the standard- 
ized recall levels such that h/n GX< 
(h+l)/n and 0 Q h < n. Then the precision 
value at point x is assigned the value at the 
simple recall point (h+l)/n Since the precision 
value at the point x-n is the same as that for 
[xnl, this method is termed the ceilin8 interpo- 
lation. As a result, Equation (2.2) will become 

[xn 

[xnl + j + $ . 
(2.3) 

The interpolation process above is performed 
for each query and the final precision value with 

respect to each standardized recall is determined 
by averaging the precision values of all queries 
at that recall point. Although some other 
methods of interpolation have been considered 
in the literature(e.g., [SPARCK-JONES78]), the 
ceiling method is quite typical of such other 
methods currently in use. 

We refer PRECALL with this ceiling inter- 
polation as the ceiling-PRECALL in the 
remainder of this paper. 

2.3. Motivation for Alternative Ap- 
proaches. 

In the remainder of this section we show 
that the evaluation results obtained using PRJZ- 
CALL are difficult to interpret. We will demon- 
strate the problem of interpretation by conside- 
ring the following examples. 

Example 2.1 : Suppose we have an ordering 

A - (+ --I+++-------> 

There are 13 documents divided into 2 ranks. 
The first rank consists of 3 documents, one 
relevant document denoted by + and two non- 
relevant documents each of which is denoted 
by -. The second rank contains 3 relevant and 
7 nonrelevant documents. For the recall level 
.25 the precision value estimated by the PRE- 
CALL method is 0.333. D 

Some authors claim that precision can in- 
stead be represented by P(rel]retr), which is the 
probability that a retrieved document is 
relevant. In the next example, we want to illus- 
trate this probability for the recall level 0.25. 

Example 2.2 : Let the ordering be same as in 
example 2.1. The recall level 0.25 corresponds 
to retrieving one relevant document. Hence the 
probability that a retrieved document is relevant 
for the recall level .25 is equal to the probability 
that a retrieved document is relevant given that 
we desire one relevant document. There are 
three possible arrangements of the documents 
in the first rank each of which have the proba- 
bility of l/3 : + - - , - + -, - - +. We have 

P(re1 1 retr) - P(re1 n retr) 
P(retr) ’ (2.4) 

where 

P(retr)-iP( re r arrangement,)P(arrangement,). t 1 
v-o 
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We now obtain 

P(re1 n retr) - & , 

since exactly one relevant document is retrieved. 
For the three arrangements, let arrangement, 
mean that v nonrelevant items will be retrieved 
with that arrangement for getting one relevant 
item. Then, since v+l documents are retrieved 
altogether we get 

v+1 
P(retr 1 arrangement,) - 13 . 

It follows that 

P(retr 1 arrangement,)P(arrangementa) 

0+1 1 1 1 and I-.- 
13 3-13’3 

l?(retr 1 arrangementl)P(arrangementl) 

1+1 1 2 1 and I-.- 
13 3-13.3 

P(retr 1 arrangementz)P(arrangementa) 

2+1 1 3 I a-.- 
13 3 ‘13’3 - 

Hence, 

P(rel 1 retr) - 0.5. cl 

We refer to P(re1 I retr) as the Probability of 
Relevance (PRR) in the remainder of this paper. 

Another way to define precision in an 
average sense is to ask what precision we can ex- 
pect to obtain for the recall level 0.25. In the 
next example we consider this alternative, which 
will be referred to as the Expected Precisimr (IX’). 

Example 2.3 : Suppose that the ordering is 
the same as in example 2.1. We ask now what 
precision we can expect at the recall level 0.25, 
or equivalently, when we desire one relevant do- 
cument. Again we have the same three arrange- 
ments, as in example 2.2. For the first arrange- 
ment precision is 1, for the second it is 0.5 and 
for the third it is l/3. Hence, for expected pre- 
cision, we get 

EP - l.L+L.L+L.L a 11 = 
3 23 33 18 

0.611 0 

We have shown that for a given recall 
point there are at least three possible definitions 
of precision. For our example precision could 
be 0.333 or 0.5 or 0.611 depending on how we 
define precision in an average sense. Note also 
that what we call as PRJXALL is neither PRR 
nor EP. Thus, the meaning of PRECALL is 
hard to explain. Moreover the situation is 
further complicated by the fact that these pre- 
cision values can contradict each other. We 
show that through the following two examples. 

Example 2.4 : Let 

A-(+ --I+++-------) 

as before, and let 

A’-(+++-----I+----) 

be another retrieval ordering. We again com- 
pute the precision values for the recall level of 
0.25 according to the three different definitions: 

We see that, for recall point 0.25, A’ is better 
than A when PRECALL is used but A is better 
than A’ for PRR and EP. 0. 

In the following example we want to show 
that PRR and El? can also contradict at a given 
recall point. 

Example 2.5 : Let A and A’ be as follows: 

A - (+- I+++++----- I ++++----) 

h’ - (++++++---- I++-- I++----) 

For the recall level 0.1, or equivalently for re- 
trieving one relevant document, we obtain pre- 
cision values for those two definitions as 

q 

From the examples presented in this section we 
see that, in the case that the retrieval output is a 
weak ordering, there are several ways to define 
precision for a given simple recall point. Depen- 
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ding on these definitions there are different in- 
terpretations associated with the evaluation 
results given by recall and precision. Further- 
more, we believe that there is no simple and in- 
tuitively reasonable interpretation of precision 
values, as a function of recall, obtained by the 
PRJXALL method. In contrast we find that 
PRR and EP represent reasonable methods for 
handling weak ordering and are therefore prom- 
ising alternatives to the PRJXALL method. 
However, since PRECALL has certain historical 
significance, we should look for ways to in- 
terpret those values even if the meaning might 
be somewhat more convoluted. 

3. PROPOSED SOLUTIONS AND 
THEIR CHARACTERISTICS 

3 .l. General Concepts 

In the previous section we introduced two 
different methods of computing precision in an 
average sense mentioned above; namely, Proba- 
bility of Relevance and Expected Precision. In 
the developments that follow, each method will 
be investigated with respect to two distinct stop- 
ping criteria, namely the number of relevant do- 
cuments that are to be retrieved(NR) and the 
desired number of retrieved documents(ND). 
Therefore, essentially there are four different 
possible combinations, i.e., PRR vs. NR or PRR 
vs. ND or El? vs. NR or El? vs. ND. Other 
stopping criteria are possible; for example, 
number of nonrelevant documents that are re- 
trieved(NNR)[KRAFT79]. By the way, it 
should be noted that there is an immediate 
correspondence between NR and one of the 
standardized recall levels described at the end of 
previous section. Let us suppose there are n 
relevant documents with respect to a query. 
Given a standardized recall level x, the 
corresponding NR is simply x-n. Hence, depen- 
ding on x and n, NR is not restricted to in- 
teger numbers only. For example, let there be 
30 relevant documents in response to a query, 
the 10 predefined NR points are 0, 1.5, 3, . . . . . 
28.5 and 30. 

Before discussing the various properties as- 
sociated with the above measures of evaluation, 
symbols and notations that are most frequently 
needed in the remainder of this paper are intro- 
duced next. Some others will be explained later 
as the need arises. Given a search request in 

terms of the number of relevant documents 
wanted( the retrieval system begins search 
from the highest level(rank l), which by 
definition contains documents with the highest 
RSV. It continues until the final level(say rank 
If) at which the stopping criterion is met. We 
now define the following notations: 

t: number of documents searched through 
in ranks 1 through (1~1). 

t,: number of relevant documents searched 
through in ranks 1 through (1~1). 

j: number of non-relevant documents 
searched through in ranks 1 through 
k-l>- 
r: number of relevant documents in rank 
If* 

i: number of non-relevant documents in 
rank 1~ 

3.2. PRR vs. NR 

In section 2 we defined PRR - P(re1 1 retr) 
given that the user requires NR relevant docu- 
ments. For the developments given in this sec- 
tion we let P, denote the probability that v non- 
relevant documents are retrieved in If. That is, 

P” - Prob(v nonrel. dots. retrieved in lf 

1 s rel. dots. retrieved in lf) (3-l) 

Furthermore, let s denote NR-t,, the number of 
relevant documents to be retrieved at lP Then 
based on Cooper’s definition that 

eslNR - “46 + v)pv , 

the following theorem is obtained. 

Theorem 3.1 : 

P(re1 1 retr) - NR 
NR + eslNR (3.2) 

Proof: 

PRR - l?(rel 1 retr) - zp&d. 
r 

Let N be the number of documents in the col- 
lection. Since NR relevant documents are re- 
trieved, we obtain 

NR l?(rel n retr) - N . 
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If v nonrelevant documents are retrieved in rank polation and the interpolated values still have 
Ir then meaning as a conditional probability. 

Prob(retr 1 v nonrelevant dots. retrieved in lr) 

- NRi-j+v 
N * 

Let P, be as defined in Equation (3.1). Then 

The idea behind the intuitive interpolation 
originated from the possibility that we can make 
use of the. functional relationship between a set 
of recall levels and integer values of NNR That 
is, given a recall level x, the corresponding NR 
is x-n, where n is the total number of relevant 
documents in response to the given query. We 
can therefore determine NR associated with an 
arbitrary x. Similarly, we can also consider the 
functional relationship between es1 and s values 
and then make an appropriate substitution in 
Equation (3.3). Hence, we propose the fol- 
lowing expression, for 0 < s < r, 

P(retr)-z:P(retr ] v nonrelevant dots. retr. in I$?,, 
v-o 

Hence, we obtain 

NR 

PRR- N NR 

NR + L es1 - NR +eslNR 
0 

N N NR 

From Cooper[COOPER68] we know that 

eslNR - j + $$ . 

From this we finally obtain the closed form ex- 
pression for PRR. 

PRR- NR 

NR+j+* 
(3.3) 

Although Cooper derives this expression and in- 
terprets it as expected precision, we show here 
that it is more correctly interpreted as P(re1 1 
retr). Based on Equation (3.3), Cooper points 
out that, in computing es1 vs. NR, the r relevant 
document should be imagined as forming r+l 
intervals. Note however that if we replace r+l 
by r, this equation reduces to Equation (2.2). 
Thus the assumption made, in computing PRE- 
CALL, about the distribution of documents in 
Ir is not consistent with that for PRR. This im- 
portant observation further strengthens our 
belief that Equation (2.2) may not be used 
without further justification. 

In section 2, we establish the need for the 
interpolation of precision values at standardized 
recall levels, when evaluation is to be performed 
on the basis of many queries. We also explained 
the scheme used in the past to cope with such a 
situation and the problem associated with that 
scheme. In the remainder of this section, we 
propose a method of interpolation which is 
found to be more natural than the ceiling inter- 

PRR - x’n . 
xmn+j+iL 

r+l 

(3.4) 

Notice that s can be a fractional number 
with this modification. The above expression is 
next formally justified by generalizing Cooper’s 
closed form formula for esl, for real values of s. 
From probability theory we know that 

(s-l +v)! (r-s+i-v)! 
pv I (s - l)!v! (r - s)!(i - v)! 

cr+i 
1 

for integer s. If we now interpolate all factorials 
that contain a s with the I’ function then, 

es1 - j + * for 0 <s< r . 

With this result we find a simple formula for es1 
for all values of s and it can be used for compu- 
ting PRR. It is important to note that, irrypec- 

tive of whether s is integer, we can show xl’” - 
v-0 

1 for all s. Since the P,s remain as probabilities, 
PRR continues to have interpretation as a condi- 
tional probability. 

In the intuitive interpolation we provide a 
method to deal with possible fractional number 
s. By the same token we also need to consider a 
method of extrapolation when s is very small. 
There are two cases to be considered. 

The first situation is when we have at least 
one relevant document in the first rank. From 
Equation (3.4) 

pm- s I r+l 
s-i 

s+- 
r+i+l ’ 

r+l 

Hence s is not involved in the computation of 
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PRR. 

The second case is when we have some 
ranks that have only nonrelevant documents 
before the first rank that contains relevant docu- 
ments. Let j > 0 be the number of those non- 
relevant documents. Again from Equation 
(3.4) 

PRR- 
s 

. - 
s+j+A 

r+l 

Hence, 

limPRR=0 . 
s-o 

3.3. PRR vs. ND and El? vs. ND 

Following the ideas of section 3.2 PRR vs. 
ND is defined as 

PRR - P(rel 1 retr) , 

given that the user stops searching after having 
retrieved ND documents. In relation to this 
stopping criterion, let the number of documents 
to be retrieved in If in order to meet the stop- 
ping criterion be denoted by k. That is, k - 
ND - t. Let cc be the expected number of 
relevant documents retrieved in lr. We assume r 
and i to be as defined in section 3.1. Then 

P -kr 
r+i ’ 

since p is the expected value of a hypergeometri- 
tally distributed random variable. 

Theorem 3.2 : 

PRR- j&f, + 5, * 
Proof Let Q, denote the conditional proba- 
bilitythat v relevant documents are retrieved in 
lr given that k documents are retrieved from 
that rank. 

PRR- 
P(re1 n retr) 

P(retr) ’ 

P(retr) - F . 

P(re1 n retr) 

- kP(rel n retr 1 v rel. dots. retrieved in lf)Q, 
v-o 

-~~Qv-$++&Qv=+++p~ 

v-0 

P(re1 n retr) - $j 

If the stopping 
defined as 

+ 1 k-r ~*i+r by Equation 3.5 0 

criterion is ND, then El? is 

2!s-&ELpRR. 
r 

Hence if ND is the stopping criterion then EP 
is equal to PRR. 

3.4. A parametric Description of the 
PRECALL-Graph with Intuitive Interpola- 
tion. 

In section 2.3 we showed that problems of 
interpretation arise if we consider precision 
given by PRECALL as a function of recall. 
Specifically, given a graph as in Fig. 3.1, p may 
not be interpreted as either P(re1 ( retr) or ex- 
pected precision corresponding to a recall level 
of r. Thus, it is still an open problem to explain 
the meaning of PRECALL. For the examples 
considered in section 2.3, these problems 
remain regardless of the type of interpolation 
used. 

Precision 

P 

I 
L 

----a 

I 1 
I 
r Recall 

Figure 3.1 : Interpretation of PRECALL 
as a precision for a given recall. 

However we can develop an approach that 
yields an interpretation of the PRECALL-Graph 
with intuitive interpolation, by using ND as a 
common parameter. For the convenience of dis- 
cussions that follow, this method will be re- 
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ferred to as intuitive-PRECALL. Note that in 
this method Equation (2.2) is applied regardless 
of whether or not NR is an integer. In order to 
develop an interpretation for intz/it~~~-I%JX%LL 
graph we define P(retr 1 rel) vs. ND and ex- 
pected recall (ER) vs. ND analogous to the 
definitions of PRR and El?. 

ER - P(retr ] rel) -+r++, 

where n is the number of relevant documents in 
the collection. From Equation (2.2), we know 
that int&ive-PRECALL method yields the 
points given by the coordinates 

R, nR 

nR+j+ 
(nR - t,)i 

r I 

for 0 < R < 1. We use this relationship and 
the expression derived for ER in order to es- 
tablish the connection between El? and ER, 
under the condition that they are both given as 
a function of ND. 

We now obtain the following interpreta- 
tion of the PRECALL-Graph: Given any integer 
ND, for 0 < ND < N and r >/ I, there exists a 
point on the graph obtained for z’nttiitive- 
PRECALL whose coordinates are exactly ER 
and EP. In other words, the PRECALL-Graph 
with intuitive interpolation includes every (ER, 
El?) pair obtainable via ND. Hence one correct 
way to interpret this graph is given in figure 
3.2. 

PRECALL 

ER Recall 

Figure 3.2 : Parametric interpretation of 
the graph obtained by inttliti~e-PRECALL method, 

This interpretation of the intzlitive-PRECALL 
graph requires an indirect approach similar to 
that mentioned in Kill 

Rijsbergen[RIJSBERGEN79], where he describes 
Recall and Precision as a function of a common 
parameter A. 

The above analysis provides an interpreta- 
tion of points on the graph obtained by the 
intuitive-PRECALL method for one query. 
When many queries are involved, the interpreta- 
tion can easily be extended if the averaging is 
done over ND. But averaging over NR is still a 
problem vis-a-vis the meaning that can be given 
to points on the resulting graph. We have 
however not been able to find even such an in- 
direct interpretation for the graph obtained by 
the PRECALL method with ceiling interpola- 
tion. 

3.5. Precision as a function of Recall, Fal- 
lout and Generality 

Robertson[ROBERTSON69] showed that 

Precision - 

Genaralitv X Recall 
(3.6) 

Generality x Recall + (1 - Generality) X Fallout ’ 

where Generality G is defined as G - n/N. In 
what follows we want to discuss how the 
definition of precision as either PRECALL or 
PRR is compatible with Equation (3.6). First 
let us consider PRECALL. Let R denote recall 
and F be fallout. Then the usual Recall-Fallout- 
Graph is defined by plotting, for every full rank, 
a Recall-Fallout point into the Recall-Fallout 
plane and then interpolating these points 
linearly[ROBERTSON69]. Hence for any recall 
R we obtain 

+ (nR - t,>i F ~ j 

N-n (N-n)r a (3.7) 

If we substitute Equation (3.7) to (3.6) we ob- 
tain 

GR nR 
GR + (l-G)F - . * 

nR + j +(nR - tr)t 

Since NR - nR and s - nR - t, we find out that a- 
tiK 

GR + (1 - G)F 
is precisely PRECALL with in- 

tuitive interpdlation. Hence we can imagine the 
PRECALL-Graph with intuitive interpolation as 
a mapping from the traditionally defined 
Recall-Fallout-Graph given by Equation (3.7). 
More specifically, given any (R., F) pair, the 
transformation 
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yields a point on i~~~itiPe-PRECALL-Graph and 
vice-versa. Here PRECALL may have some mea- 
ning indirectly through (interpolated) the F 
values given by the Recall-Fallout-Graph. This 
depends on whether proper meaning can be 
given to the interpolated values of fallout, as 
specified in Equation (3.7). This definition of 
the Recall-Precision-Graph was proposed by 
Bollmann[BOLLMANN78]. 

Thus we see that, for a given recall, Equa- 
tion (3.6) establishes a different notion of pre- 
cision depending on how fallout is defined. 
Furthermore we will face similar problems as in 
the case of precision if we want to investigate 
the meaning of fallout, defined in different 
ways, as a function of recall. In other words, 
interpolated fallout values given by Equation 
(3.7) are not interpretable as the probability of 
retrieving a nonrelevant document or as the ex- 
pected value of the ratio of NNR to the number 
of documents retrieved. 

4. CONCLUSIONS 

Two interesting problems that arise, when 
using recall and precision as measures of re- 
trieval system performance, are due to the weak 
ordering of output and the need for handling 
multiple queries. The seriousness of these prob- 
lems is also determined by the choice of the 
stopping criterion (e.g. number of relevant do- 
cuments retrieved (NR) or number of docu- 
ments retrieved (ND)). 

With respect to the problem of weak orde- 
ring, two different notions of probabilistic pre- 
cision are considered: Probability of 
Relevance(PRR) and Expected Precision(EP). 
Although these notions entail the possibility of 
combinatorial explosion in assessing the various 
orderings of outputs, it is shown that PRR vs. 
ND, PRR vs. NR can be handled by relatively 
efficient computational procedures. 

The problem associated with averaging of 
precision over a number of queries arises only 
when NR is chosen as the stopping criterion. To 
handle this problem, a method of interpolation 
that allows the computation of precision for 
non-integral values of NR is needed. For PRR 
vs. NR an interpolation technique is advanced 
which is natural and has a sound formal 
justification. 

We believe that PRR vs. Recall (or, 
equivalently, NR) has the advantage of having a 

well defined meaning. Furthermore, it is closely 
related to expected search length [COOPER68] 
and lends itself to efficient computation. 

In contrast the ceil&~-PRECALL, which 
has been used in many previous studies, is not 
amenable to any reasonable interpretation. The 
problem is caused not only by the fact that 
averaging for multiple queries is done over NR 
but also by the fact that the method of interpo- 
lation is ad hoc. However, we are able to show 
that in&tiA?RECALL method yields a graph 
that can be given a sound interpretation, if ND 
is viewed as the parameter through which recall 
and precision are defined. Thus, our results here 
suggest that intuitive-PRECALL method, for 
averaging purposes, should take precision values 
over many queries at fixed ND(and not NR). 
Even though int&tit&RlXXLL method with 
ND as the stopping criterion gives a sound in- 
terpretation, it may have practical difficulties in 
the selection of NDs as follows. When the 
number of documents in a collection is very 
large we must select several NDs for which ERs 
and El’s are obtained. When ND is in- 
cremented by fixed intervals, one may not get 
desired ER points that covers whole range of 
possible values(i.e., ER values may be so close 
together that one may have difficulty to use 
these as criterion for comparison) since relevant 
documents are likely to be unevenly distributed 
among the various ranks. However with well 
selected NDs one can use this measure very 
meaningfully. In this paper we also identify the 
origin of the int&zi&‘RECALL method and its 
connection to the Recall-Fallout-Graph defined 
by Robertson[ROBERTSON69]. The question 
of how to interpret intzcitive-PRECALL, with 
averaging over NR, is yet to be addressed. 

With respect to the other measure, EP, we 
show that El? vs. ND coincides with PRR vs. 
ND. However the problem of computing EP 
vs. NR needs to be given a treatment similar to 
that of PRR vs. NR. More specifically, the equa- 
tions of how to obtain a closed form formula 
for EP as well as what is a natural method of in- 
terpolation for EP are still being addressed. We 
will provide some answers in these directions in 
[B OLLMANN89J 

It is hoped that this investigation contri- 
butes to a better understanding of precision 
defined as a function of NR or ND as methods 
of evaluation and in the systematic selection of 
techniques to deal with problems of weak orde- 
ring and multiple queries. 
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