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1. Introduction

The purpose of an information retrieval
systen is to retrieve documents in response
to a request, However, there are many
strategies as to how this can be
accomplished. Most popular are the Boolean
systems attached to the commercial on-line
database systems, Less conspicuous are a
number of approaches being developed in
unjversity research laboratories and which
zre the object of this paper.

This paper is divided into two parts:
The first will be a more or less non-
technical overview of research in IR over
the last ten to fifteen years. The second
part, wnich is a bit more technical and a
lot more speculative, will cover some
interesting questions that are now being
studied.

2. Theoretical Research in Informatjion
Retrieval

Research in IR today stems from two
traditions:

1. Logical (Boolean) [1]

2. Combinatoric [2]
Both are pasea on a set of inaex records
that represent a set of documents, and both
try to respond to the demand of retrieving
the best set of documents, given a request
for intornation trom a patron. The two
approaches initially differed in:

i) How the documents are indexed
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(for exanmple, the
combinatoric approaches
sometimes assigned nuperic
weights to index terms);

ii) The structure of the
requests., Boolean: familiar
combination of terms using
AND, OR, and !OT connectives;
Combinatoric: ignores
structure - - the request is a
set of terus, perhaps
weighted;

iii) Matching function: how the
request is used to retrieve
documents.

These approaches have often been
hostile to each other, The purpose of this
paper is to review the ways of lookidé at
IR, with particular attention to the less
familiar combinatoric approaches; to
indicate the strengths and weaknesses of
each; and to mention some recent work that
suggests, at least in principle, that these
polar approaches may be combined -- or, in
any case, more properly contrasted. In
particular, I will emphasize the role of
probability theory in current thinking about
IR, and the possibility of probability
theory forming a bridge between these
approaches.

Combinatoric

Documents are represented by sets of
index terms, maybe weighted; this
representation can take the form of a
vector:

where the w's are weights assigned to index
terms. Usually these will be zero;sonmetines
tney are restricted to taking values only of



zero or one, to denote a term being assigned
or not to a document.

Requests are similarly represented:

M
R= Wz
3
Given this representation, the IRS
selects documents by assessing the
similarity between D and R, and retrieves
those documents with the greatest
sinmilarity. Hany matching functions are
possible, for example, a simple count of
overlapping terms.

Representing documents and requests by
vectors suggests a geometric concept space,
analogous to physical space, Thus measures
of "distance" between R and D can be used;
most popular have been measures related to
the cosine of the angle between the two
vectors.

egxanxgcgg

1. Simple: Don't need to construct a
correct Boolean request, which
seens to be difficult for many
people, and intrinsically
difficult for many requests [3].

2. The analogy to a physical
geometric space 1is very
satisfying.

3. Flexible: Neither users nor
indexers need to be restricted to
assigning or not assigning a term.
An indexer, for example, who would
be uncertain whether to assign a
terw in a conventional Boolean
system can give it a weight of,
say, .5 in a vector systen, '

Similarly, users can distinguish
between different degrees of
importance in fornulating their
reguests.

by, It permits a ranking of docunents:
instead of simply presenting a set
of documents, it can also suggest
an order in which the documents
should be considered.

5. It permits a response to feedback
- both for requests and inaex
records. The idea is that there
is a best place for the document
or request to be in this concept
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space, ana cecnniques eiilst that
permit these vectors to migrate
toward that ideal location: as we
learn for which requests a
document 1is successfully or
unsuccessfully retrieved, we can
modify its indexing, bringing it
closer the to successful requests
and farther from the unsuccessful
requests [4].

Disadvantages

1. Can't represent the structure

inherent in most requests: for
example,
"A AND B"™ and "A OR B" are both
represented by the same vector and
retrieve the same documents with
the same weights.

2. Certain conceptually important
aspects of IR are missing: in
particular, role of uncertainty.

3. No theoretical foundation existed
for the earliest algorithms, so
ad hog rules are used for
assigning weights, computing
similarities, and modifying
weights in response to feedback,

This then was the state of IR as of
about 1975: two apparently radically
differing models, one popular in
implementations, the other in the

laboratory, with different features,
different advantages, existing
independently.

I chose 1975 as the dividing line
because at about that time the first of the
current generation of papers appeared using
probability ideas to develop retrieval
algorithms [5,6].

Probability is the body of mathematiecs
developed for dealing with uncertainty. 1In
IR, the probabilities are numbers measuring,
given a document's index record (or cther
clues about the document), how likely is it
that the document will be relevant to the
request at nand, It permits us to make
explicit the uncertainty intrinsic to IR.

Probability theory, as applied to IR,
is based upon the following important ideas:

1) Probabitity: a nucber
quantifying uncertainty.

2) [leasures of costs: numnbers
assigning penalties to the



types ot errors one can nake,
for example, retrieving bad
docunents (precision errors)
or failing to retrieve good
docunments (recall errors).,

3) Optimization: the
prescription that one should
act so as to ninimize
"expecteu"” cost, the
"average" cost of acting in
certain way.

A number of versions of this approach
have appeared, differing in how uncertainty
is represented, basically making different
distributional assumptions regarding clues
in relevant and non-relevant documents. But
tne underlying philosophy is very nmuch the
same: Retrieve next that document for which
the expected cost is least. Also
interesting is the importance of feedback in
these approaches: to act well, it is
important to know how likely it is that a
relevant document will contain any index
term. One starts with an intelligent guess
-- ana aids are provided to encourage
intelligence. Afterwards, one makes use of
users' assessments to improve on this
estimate. For example, if out of 10
relevant docunents retrieved, 8 have term A4,

we might estimate Prob (4|Rel) = .8 for
subsequent calculations.
To bring us to about 1980, it is

possible to say that the flavor of the
resulting algorithms looked a lot more like
the conbinatoric algorithms than like the
Boolean ones; the sequence of steps followed
in a probabilistic IRS was as follows:

1. Assess initial probabilities;

2. Use these probabilities to assign
weights to terms;

3. For each document, add weights
corresponding to the terns
associated with that document;

4, Retrieve
docuuents;

highest weighted

Se Reassess probabilities;
6. Go to step 2 or stop.

Iin this manner, the combinatoric
approach suddenly found an unexpected ally
in probability theory, which gave its
procedures a thecretically coherent base,
and filled in gaps on, tor example, how to
weight terms or use feedbacl.
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About this time the notion of fuzzy-set
theory was introduced, or at least gained
some popularity in IR, and changed our view
as to the possibilities available within the
Boolean approach [7,8]. Without going into
detail about the mechanics, I night note
that fuzzy-sets:

1. Generalize the traditional sets of
Boolean retrieval;

2. Allow one to preserve the logic of
Boolean retrieval (use of AND, OR,
NOT operators for set
manipulation);

3. Assign weights to terms in

documents; and

L Rank retrieved documents.

Although the ranking is not very
sensitive to the details of the documents'
index records, the fact of ranking
alleviates an important weakness for .which
Boolean systems have been condemned, anc
reduces one of the most important advantages
claimed by combinatoric retrieval.

It might be useful to mention a fine
point of some conceptual importance in
bringing us up to date: the interpretation
of the retrieval weights. To compare the
meaning of weights in Boolean/fuzzy IR and
in probabilistic IR, we observe:

Fuzzy sets: 1. Recognized no

uncertainly; and

2.Weights directly
represented degrees of
aboutness; whereas

Probabilistic retrieval:
1. Emphasized
uncertainty; and

2. Recognized only two

levels of aboutness:
about/not about (weights
were probabilities of
being in one or the
other class).

Thus, though both methods might assign
a value of .8 to a document, and this value
could be used for locating that docuwent on
a ranked list, this value means very
different things in the two systens.
However, with the introduction of weights in
Boolean systems, we see the beginnings of a
convergence of the two approaches.
Furthermore, uwmore recently [9], it has



become possible to show that probabilistic
nodels can be developed that do include
intrinsic relevance classes, very much as
fuzzy set retrieval does: the probabilities
and costs that drive these models can refer
to a document being in any of a nunber of
relevance classes, not just "relevant® and
"not relevant,”

e can summarize the above, then, as
follous:

fuzzy set/Boolean

1. Can represent the fact that documents
are about a request in differing
degrees.

2, Weights cannot readily be assigned to
terns in the request.

3. Can provide ranked output,
4, Doesn't easily exploit feedback.

5. Request structure critically
important, and, in faet, defines this
approach.

6. Intrinsically deterministiec,

Lrobabilistic/conbinatoric

1. Also can represent the fact that
documents are about a request in
differing degrees.

2. Also cannot preadily assign weights to
terms in a request. It is interesting
to note that this actually represents a
regression from the earlier vector
models in which weights were assigned
to terms both in the request and in the
docunent. However, terms in the
request Recome weighted as a
consequence of feedback information as
used in probabilistic retrieval
algoritnms, Ultimately, request
weizhts do appear and reflect the
distributional and diserimination value
of the termns.

3. Also czn provide ranked output -- and
probably does so better.

4, Feedback intormation is ceritical to
most probabilistic algorithms.

5. Ho structure, or only simple structure,
is used.

6. Uncertainty central.
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3. e ions

Wle began with two radically different
theoretic models of IR, and found that, over
time, each has been able to approprizate soue
of the strengths of the other, at least in
principle. At this point, the most striking
conceptual differences separating thess
models are the deterministic character of
the Boolean approach and lack of request
structure in probabilistic systems. But are
these differences inherent in the two
approaches? My conjecture is, at least in
principle, no, though, with a more complete
theory, the details of how algorithms are
derived will diverge from the older
approaches, and implementations will be
different, (See ref. [10] for an
alternative approach toward merging Boolean
and Probabilistic retrieval,)

To continue it will be useful to review
the traditional derivation of the
probabilistic algorithms, to see whether
this can be modified to incorporate Boolean
structure.

Using, for simplicity, a two value
relevance scale, we retrieve a document if

e,Pr (Elx,r) < eyPr (Rix,r),

where

¢y = cost of retrieving bad document
¢, = cost of missing good document

r = request

With not very complex manipulation, now
standard in IR, we conclude that we should
retrieve a document if

Pr (Rix,r) ¢y (threshold
A) —_— > __= const)
Pr (Rix,r) ¢y
or
€4
B) Pr (Rix,r) >
cy + ¢y

The second form states that we should
retrieve documents in decreasing order of
probability, a rule sometinmes referred to as
the "probability ranking principle™ [11].

Usually probability manipulation is
used to get the rule (from B): retrieve if



Pr (x!R,r) [p/1-pl] <
_ > Const. ,or‘Zlog —_— =L."i
Pr (x)R,r) [(5/1-B]

the sum beiny taken over the terms appearing
in the cgocument. This derivation assumes
P(x) = P(x1)P(x2) cee P(xn), the term
incependence assumption; the p's and p's are

the probabilities of a term occurring in

relevant and non-relevant documents.

Recently a great deal of attention has
been givea t. ov . rc_ming the limiting tern
independence assumption. Usually this has
involved rather complicated, unsatisfying
and not very effective expansions of the
distribution function. Perhaps we can save
some of the simplicity of the term
independence models and at same time
introduce some Boolean structure. Let me at
this point suggest that the term
independence model effectively assumes a
Boolean request of the rform 4 AND B AND C,
in the sense that introducing probability
assumptions into a simple Boolean model
restricted to AND connectives would yield a
form very similar to that described above.
But all Boolean requests could be
reforuulated as:

a) (t; OR t, OR ... ) AND (t; OR ..)
2
Aﬁg cee i

wnich looks like the simple conjunction of a
number of terms., Thus, our knowledge of how
to treat the AND connective within a
probabilistic framework could be used to
process a general Boolean request if we knew
how to treat the OR connective; for example,
Wwe can treat components such as t1 OR t, OR
..« @S a single term (or "hyperterm"” [%2])
and, with respect to these hyperterms, use
the convertional term independence model.

In the proposed model, t,, ty, ete.,
are treatec in the analysis as lf they were
a single term. Suppose, however, that both
ty and t, occur. We can tnrow this
infornation out, or else model multiple
ocecurrences. For example, to borrow a model
used successfully elsewnere, we can estimate
the probability of relevance, given that
some ot the t's making up a hyperterm occur,
by the expression:

e(a1t1 + agty o + apty)

i+ e ( )

The a's are parameters, to be
estimated, for exawple, by means of maxinum
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likelihood techniques, from feedback data.
This model has the advantage of not only
recognhizing the occurrences of more than one
conponent of the hyperterm, but also of
being able to give different weights to each
component,

Thus we see it may be possible tc
introduce structure in a probabilistic
model. Can we intrcduce uncertainty into a
Boolean model?

In the simplest models we rank documents by
Pr{Rix,r}. In the usual developments, r
(and thus R) is considered as a unit,
without structure, and the effort is to
interchange the roles of R and x, so that
the structure of x can be exploited., But if
r has structure, in the Boolean sense, SO
would R. For example, if

1. r = a AND b, then K would mean A and
B, that is, that the document is
relevant to both 4 and B

Keeping the same assumptions as
traditionally made:

Pr{A and - Bix} = PriA:x)Pr{B{x}.

If we assume A influences mainly x., an
assumption consistent with the independence
assumnptions comnmonly mnmade, we
straightforwardly get as a weight function:

Pr{x, 1A} Pr{x,iB}
, which is equivalent

PixiA} Plx, B}

to the weight function

E ' p/(1-p)
log

AB P/(1=p)

a result very similar to the results of
earlier derivations that ignore Boolean
structure.

So, in form, the earlier probaoility
models seem to be assuming a reguest of the
form a AND b AND ¢ ..., for independent
concepts,

II. r=a0R b
Two extreme models suggest themselves:
a) Synonym model: a, Db are synonyns

for concept A, and the indexer chooses one
or the other, occasionally both.



Pr{Rix} Pr{xa or xpiA}

, which in effect

Pr{Rix} Pr{x, or xp 1K}
reduces to the model already described, if
X_ and Xp are considered as terms making up
a hypertern,

b) Independence model: A and B are
independent concepts.

Now, Pr{A or Blx} = Pr{Alx} +
Pr{Blx} - Pr{Alx}Pr{Bix}
More generally, if we can assume
concept independence,
Pr{A and ... and Z} = and
Pr{i or ... or Z} = - Ql - P ) eee(1 = Py)
would forn the basis of retrieval here
P, denotes Pr{Aix}, etc,

4, Conclusions

Although the above derivations were
sketched out for a simple two value
relevance scale, similar, though more
complex, formulae would apply if a special
fuzzy-set model were usead. Instead of
sinply being able to indicate whether a
document was relevant or not to a concept
(Pyand 1 - above), we would now need to
use a probagllity distribution over the
possible relevance classes., It is
interesting to speculate whether such an
approach wight lead to an acceptable way of
assigning request weights within a tuzzy set
system, a task whose solution has been
hitnerto very elusive. A nuamber of very
serious technical problems remain, however,
before such an approach can be tested. For
exanple, the problen of how to treat term
dependencies is as nettlesome as ever. But
more serious, the tasks of probability
estimation and how to take advantage of
feedback information remain to be solved.

However, our concluding speculation
seews particularly tempting, given the above
developnment: That the usual algorithms used
in probabilistic retrieval are in effect the
result o1 a Boolean system, Wwhere
uncertainty is introduced and the requests
are restricted to a particularly sinple
form., Thus the claim that probabilistic
retrieval is intrinsically simpler than
Boolean retrieval may not be completely
accurate. Rather, the simplicity may result
fron in fact waking simplifications within a
Boolean framework. Put this way, of course,
the relative simplicity of the traditional
probabilistic approaches 1s less impressive.
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