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Abstract This paper describes a structured investi- 
gation into the retrieval of Japanese text. The study 
includes a comparison of different indexing strategies for 
documents and queries, investigation of term weighting 
strategies principally derived for use with English texts, 
and the application of relevance feedback for query ex- 
pansion. Results on the standard BMIR-Jl and BMIR-J2 
Japanese retrieval collections indicate that term weight- 
ing transfers well to Japanese text. Indexing using dictio- 
nary based morphological analysis and character strings 
are both shown to be individually effective, but marginally 
better in combination. We also demonstrate that rele- 
vance feedback can be used effectively for query expan- 
sion in Japanese routing applications. 

1 Introduction 

It is widely acknowledged that the increased availability 
of electronic information sources has greatly increased 
general interest in information retrieval. While much re- 
search effort has focussed on retrieval of English text, de- 
mand for effective retrieval systems is emerging in many 
languages. This paper describes experiments from the 
development of the NEAT system for the retrieval of ar- 
ticles from online Japanese newspapers. 

There has been much interesting research work in 
information retrieval in recent years. However, largely 
motivated by the TREC programme, see for example 
[8] [9], a large amount of this is currently focussed on 
very large English document archives. Although sepa- 
rate tracks within TREC have examined various other 
languages, such as Spanish and Chinese, and applica- 
tions, such as OCR and spoken document retrieval, for 
smaller tasks; there are many interesting research prob- 
lems outside the scope of the current TREC programme. 
One interesting observation from the existing additional 
tracks is that methods originally developed for English 
text often transfer well to other languages and domains. 
In this paper we provide a careful examination of the 
transfer of some techniques to Japanese, while taking into 
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account the particular problems inherent in the process- 
ing of Japanese text. 

Our experiments explore the effectiveness of term 
weighting in Japanese text retrieval; in particular exam- 
ining the utility of the three main components generally 
used to affect the value of a term weight: collection fre- 
quency weighting, within document term frequency and 
document length normalization. 

Further, the daily retrieval of news texts can be 
viewed as an iterative information routing task. News 
articles from today can be viewed as a routing collec- 
tion and all previous material as a training set which 
can be used to build the most effective possible query. 
In this application we are interested not only in effec- 
tive retrieval from the daily news archive, but also in 
being responsive to relevance information provided each 
day by the reader. In a first attempt to make effective 
use of incremental relevance information we investigate 
the modification of standing Japanese search profiles via 
query expansion from relevance feedback. 

The remainder of this paper is organized as follows. 
Section 2 provides an overview of the problems in Japanese 
text retrieval and reviews previous work in this area. Sec- 
tion 3 outlines the NEAT system for Japanese text re- 
trieval. Section 4 describes the retrieval collections used 
for our current experimental evaluations, and Section 5 
describes the particular retrieval features and techniques 
that are explored in this paper, experimental results are 
then presented in Section 6. Finally Section 7 summa- 
rizes the conclusions from this work and outlines direc- 
tions for our future research. 

2 Overview of Japanese Text Retrieval 

The retrieval of texts in various Asian languages such 
as Japanese, Chinese and Korean presents two problems. 
First there is the extensive use of ideographic systems, 
such as the use of the Chinese kanji character set in Chi- 
nese and Japanese. Second they are agglutinating lan- 
guages, that is sentences have no spaces between words. 

In order to perform retrieval content-information must 
be extracted from the character strings contained within 
documents and search requests. It is thus not surprising 
that much previous work on Asian language retrieval has 
focussed on the development of effective indexing tech- 
niques [17] [4] [Is] [15]. Since the emphasis of this paper 
is on Japanese text, we briefly describe the Japanese 
character sets and outline the currently available index- 
ing strategies. 



2.1 Japanese Character Sets 

Japanese text contains 3 classes of character: kanji, 
katakana, and hiragana, each of which fulfill different 
linguistic functions. In addition, Japanese text often 
contains words in western characters (or romaji). kanji 
characters are based on Chinese ideograms, kanji may be 
used individually to form words with simple meanings 
or grouped together to form words with more complex 
meanings. There are around 2000 kanji in common us- 
age, but many more are available when necessary. Hi- 
ragana characters are used for particles, auxiliary verbs, 
and conjugational parts. Katakana characters are mainly 
used to transliterate western words into Japanese. There 
are around 80 hiragana and katakana characters. Romaji 
characters are used for western words used in Japanese 
without transliteration. A typical Japanese natural lan- 
guage search request might thus take the form: 

I$!#Pl?Pl=~l O@DEl$%~Y%XX3-1~ 
Nikkei business school that starts at 10 o’clock 
a.m. 

2.2 Indexing Methodologies 

Various methods for indexing Asian languages have been 
explored in recent years. These can be broadly classified 
into two approaches: word-based analysis which attempts 
to perform word level segmentation, and character-based 
techniques which extract character strings from the doc- 
uments for use as indexing units, without seeking to iden- 
tify component words. There are various arguments in 
favour of each approach, a good review of these appears 
in [15]. 

Word-Based Indexing 

Ideally we would like to automatically perform a per- 
fect segmentation of the text into its constituent words. 
Once the words were available, existing retrieval tech- 
niques could easily be explored. However, such perfect 
segmentation is not possible, indeed it is sometimes not 
even clear what the definition of individual words should 
be. A significant source of this segmentation ambiguity is 
the free generation of new compound nouns in Japanese. 
For segmentation it is often not clear whether such com- 
pound nouns should be broken up into their constituent 
words or left as a single indexing unit. Two techniques 
have been investigated which attempt to produce word 
level segmentation. 

Morphological Segmentation Morphological seg- 
mentation (often referred to as dictionary-based segmen- 
tation) divides continous character strings into words us- 
ing a morphological analyser. 

In operation the string of characters is compared 
against word entries in a dictionary. Character strings 
which match dictionary entries are then extracted as 
whole words. The morphological analyser will tend to 
extract the component words (or morphemes) of com- 
pound words as separate indexing units. Unfortunately 
depending on the exact forms of the component words, 
this extraction may not appear to be applied entirely 
consistently. In fact morphological segmentation makes 
mistakes in segmentation which ultimately lead to degra- 
dation in retrieval performance. Segmentation errors 
arise principally from ambiguity of word boundaries in 
the character string and limitations in the morphological 

analyser. The main limitation is that the morphologi- 
cal analyser cannot identify words outside its dictionary. 
Thus ideally the dictionary should be continually up- 
dated to add new words as they are encountered, but 
this is an expensive process which will inevitably often 
lag behind the appearance of new words. Another impor- 
tant factor is that morphological analysis is computation- 
ally expensive; however, since all analysis is done before 
retrieval, this is only an issue in indexing efficiency. 

Statistical Segmentation Statistical segmentation 
is an alternative to dictionary-based word segmentation. 
This approach is based on the computation of the like- 
lihood of word breaks between characters. While this 
segmentation method is less accurate than morphological 
segmentation it does not require a dictionary and hence 
can segment any character strings [16]. Improvements 
to this method, including use of overlapping segments 
described in [18], demonstrate that this method can be 
effective for Japanese text retrieval. The only prerequi- 
site for this approach is that a suitable corpus is available 
to train the statistical segmentation parameters. 

Character-Based Indexing 

The most simple character-based indexing technique is 
merely to use all the individual characters as indexing 
units. This approach has been shown to work successful- 
lly for Chinese [2]. A slightly more complex variation is 
to ignore possible word boundaries and extract character 
n-grams, usually including overlapping ones, as the in- 
dexing units [17]. A more complex strategy for extracting 
n-grams after morphological segmentation is proposed in 

P31. 
A hybrid character based analysis is applied in [6], 

kanji characters are indexed individually and katakana 
character strings are extracted as complete strings for use 
as individual indexing units. Similarly complete words in 
romaji characters can easily be extracted from documents 
and queries. To improve their contribution to retrieval 
performance romaji terms can be handled using stan- 
dard English language retrieval techniques of stop word 
removal and suffix-stripping. 

Comparison of Indexing Methodologies 

Character-based n-gram indexing is simple and compu- 
tationally cheap, it has also been shown to be as good as 
and perhaps better than word based indexing in various 
studies [6] [18]. The limitations of the test collections 
used in these studies mean that these results can gen- 
erally only be taken as indicative. However, character- 
based indexing has two particular disadvantages: 

l in Japanese there is often more than one way of 
writing a word, possibly using a different character 
set. Word-based indexing enables a thesaurus to be 
used to access different word forms, character-based 
indexing does not. 

l interactive query expansion can only be used if the 
user is able to judge the usefulness of a possible 
new term in the expanded query. The user can 
offer judgement on complete words, but often not 
on arbitrary character strings. 

The issues of synonymy in Japanese are quite complex 
and a good overview is contained in [6]. Many problems 



arise due to alternative spellings in kanji words, alter- 
native katakana transliteration, and the use of different 
character sets. The most obvious way to deal with these 
problems is through the use of a synonym dictionary. 
However, such a dictionary is costly both to develop and 
to maintain. 

In the experiments reported in this paper we restrict 
our investigation to retrieval using morphological seg- 
mentation and character-based indexing, both individ- 
ually and in combination. 

3 The NEAT Information Retrieval System 

The NEAT Information Retrieval System is being devel- 
oped for the retrieval of online Japanese text articles [12] 
[23]. Documents are currently indexed using either or 
both of morphological segmentation and character-based 
analysis. In response to a search request a list of articles 
ranked by request-article matching score is returned. 

NEAT contains a large amount of retrieval function- 
ality. It can utilise complex search profiles which may 
include Boolean filtering and document structure. Doc- 
ument structure can be taken into account since terms 
in the index file contain information of their presence in 
field entities such as the full document text, the docu- 
ment heading, or its first paragraph. Individual request 
terms can be entered for each document structure field, 
and each term can be assigned an individual weight in the 
profile. In addition NEAT can make use of a multi-level 
query expansion using thesauri. An individual word may 
be expanded to alternative spellings, direct synonyms, 
more general terms or more specific ones with the rela- 
tive weight of terms from each expansion source set dy- 
namically. 

Specific projects at present are concentrated on the re- 
trieval of online news articles using preset topic profiles, 
and personalised automated retrieval of web pages. The 
basic NEAT system is already commercially operational 
and is supplying news material to paying customers. Our 
current work, as described in this paper, is focussed on 
establishing and improving the retrieval effectiveness of 
the NEAT system. For reasons of space this paper de- 
scribes only experiments using full-text retrieval without 
Boolean filtering and does not attempt to investigate the 
potential retrieval effectiveness of thesaurus expansion. 

4 Test Collections 

Ideally we would like to evaluate the NEAT system on 
large generally available Japanese test collections. Unfor- 
tunately, there are no such collections currently available. 
Thus our experiments use the BMIR-Jl and BMIR-J2 
Japanese text retrieval collections which are only of small 
and moderate size respectively. In addition, we use our 
own TCIR-Nl collection as a training set for our routing 
experiments. 

4.1 BMIR-Jl 

The BMIR-Jl collection consists of 600 articles from 
the Nikkei newspaper’ and contains 60 natural language 

‘The data in the BMIR-Jl collection was provided to the Work- 
ing Group for Benchmark Database for Evaluation of Information 
Retrieval Systems (in the SIG Database System of the Informa- 
tion Proccesing Society of Japan), courtesey of the Nihon Keizai 
Shimbun, Inc., and is based on articles that appeared in the Nikkei 
newspaper between Sept. 1, 1993 and Dec. 31, 1993. 

search requests with full document relevance assessment 
information for each one. The average number of relevant 
documents for each requests is 10.1. 

BMIR-Jl was designed so that some search requests 
can be satisfied very easily, while for some others it is 
very difficult to retrieve the relevant documents using 
the request. 

4.2 BMIR-J2 

The BMIR-J2 collection consists of 5080 articles taken 
from the Mainichi Newspapers in the fields of economics 
and engineering, and a total of 50 main search requests’. 
Again, each request consists of a natural language phrase 
describing a user’s information need. 

Relevant documents for each query were identified as 
follows. A broad Boolean expression was used to identify 
most possible relevant documents. The retrieval docu- 
ments were manually assessed for relevance to the query 
and the assessment cross-checked by another assessor. 
The average number of relevant documents for each query 
is 33.6. 

Like BMIR-Jl, BMIR-J2 was designed so that some 
search requests can be satisfied very easily, while for some 
others it is very difficult to retrieve the relevant docu- 
ments using the request. 

4.3 TCIR-Nl 

The TCIR-Nl collection consists of 5048 documents taken 
from the Nikkei newspaper CD-ROM 1995 between July 
1st and July 10th. It uses only 56 of the search requests 
from the BMIR-Jl collection, since no relevant docu- 
ments were found for the other 4 requests. Relevance 
judgements were made by forming a very general Boolean 
expression from each request and manually assessing the 
relevance of each document retrieved by this expression. 
The average number of relevant documents per request 
for TCIR-Nl is 15.1. Note that this is proportionally 
lower than for BMIR-Jl and BMIR-J2 partially because 
the articles in TCIR-Nl are not focussed on the domain 
of the queries, unlike those in BMIR-Jl and BMIR-J2; 
and also probably since the expensive relevance assess- 
ment process was less exhaustive. 

5 Information Retrieval Techniques 

English language information retrieval systems typically 
make effective use of stop word removal and suffix strip- 
ping. As described already the nature of Japanese text 
means that we adopt a slightly different approach. The 
documents are morphologically segmented and separately 
indexed by extracting character strings. For retrieval the 
search request is first segmented using the morphologi- 
cal analyser. The segmented requests contain many one 
character hiragana particles, these are roughly equiva- 
lent to function words in English text, and hence are not 
useful for retrieval and are removed from all requests. 
Also many one character kanji are often present, many 
of these occur very frequently in different contexts and 
have very general meanings. It was not obvious whether 
all one character kanji should be ignored in retrieval or 

‘Data in BMIR-JZ is taken from the Mainichi Shimbun CD- 
ROM 1994 data collection. BMIR-JZ was constructed by the SIG 
Database Systems of the Information Processing Society of Japan, 
in collaboration with the Real World Computing Partnership. 
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not. Preliminary experiments with the BMIR-J2 collec- 
tion suggested that retaining these characters in search 
queries is beneficial to retrieval [II], and so they were 
retained in the requests used in this paper. Further in- 
vestigation of Japanese request preprocessing should be 
carried out using larger and more demanding collections 
when they become available. Many verbs and adjectives 
are formed by appending a suitable ending, e.g. suru 
= “do” is appended to form a verb [6]. The base noun 
form can often be extracted in the morphological seg- 
mentation. In addition, the absence of plurals and other 
variations of noun forms means that matching between 
nouns in documents and queries is often straightforward 
and there is no significant requirement for any form of 
suffix stripping. 

Returning to the earlier Japanese text example. When 
processed as a request using morphological segmenta- 
tion and removing the resulting single character hiragana 
terms the following search query is produced. 

The processed search query is then scored independently 
against the morphological and character-based document 
indexes. The query-document matching score for each 
indexing source is simply the usual sum of matching term 
weights. 

5.1 Term Weighting 

Effective term weighting is generally accepted to improve 
retrieval effectiveness. In these experiments we com- 
pare retrieval performance for unweighted (UW) terms 
with two term weighting schemes. These are standard 
collection frequency weighting (cfu~) (also called inverse 
document frequency weighting) and the combined weight 
(cw), often known as BM25, originally developed in [21] 
and further elaborated in [22]. The cw model was chosen 
because it has been shown to be effective not only for En- 
glish text retrieval, but also where documents have been 
imperfectly indexed, for example in Chinese text retrieval 
[2], and in retrieval of spoken documents [26]. 

The BM25 cw weight for a term is calculated as fol- 
lows, 

cfw(i) x tf(i,j) x (Kl$ 1) 

cw(i’j) = Kl x ((1 - b) + (b x ndl(j))) + tf(i, j) 

where cw(i, j) represents the weight of term i in doc- 
ument j, cfw(i) is the standard collection frequency 
weight, tf(i, j) is the document term frequency, and 
ndl(j) is the normalized document length. ndl(j) is cal- 
culated as, 

ndl(j) = dl(j) 
Average dl for all documents ’ 

where dl(j) is the length of j. ICI and b are empirically 
selected tuning constants for a particular collection3. h’l 
is designed to modify the degree of effect of tf(i, j), while 
constant b modifies the effect of document length. High 
values of b imply that documents are long because they 
are verbose, while low values imply that they are long 
because they are multitopic. 

The BM25 probabilistic model has previously been 
used for retrieval of Japanese text as reported in [18]. 

3The names of these constants are preserved from the original 
publications for consistency. 

However, a particular contribution of our work in this 
respect is to examine the individual contributions of the 
weighting components for Japanese. 

Document Length d(j) 

In retrieval of non-agglutinating languages the length of 
the document is usually taken as the number of terms 
contained in the document. However, when the docu- 
ment is indexed using a character-based approach an al- 
ternative measure must be used. Since ndl(j) is the ratio 
between different lengths, the absolute length of the doc- 
ument is not important and thus alternative measures of 
dl(j) can be used. This approach to document length 
measurement has been shown to be effective for spoken 
document retrieval [lo]. In the experiments which follow 
we compare two measures of dl(j): 

l the number of morphologically segmented terms in 
the document. 

l the number of individual characters in the docu- 
ment. 

Experiments in term weighting for ad hoc retrieval are 
reported using both the BMIR-Jl and BMIR-J2 collec- 
tions. 

5.2 Relevance Feedback 

Relevance feedback techniques seek to improve retrieval 
performance by taking advantage of document relevance 
information provided by the user. These techniques have 
been shown to be useful for a number of retrieval collec- 
tions [25]. For the routing of online news stories we are 
specifically interested in using the user’s relevance judge- 
ments about news articles from previous days to attempt 
to improve the initial retrieval ranking of today’s articles. 

Relevance information may be used either for query 
expansion or term reweighting. In our ongoing experi- 
ments we are investigating both of these techniques, how- 
ever the experiments described here focus only on query 
expansion. For our current experiments the TCIR-Nl 
collection is used as a training collection with BMIR-Jl 
as the test collection. The TCIR-Nl and BMIR-Jl col- 
lections are used for these experiments rather than the 
BMIR-J2 collection since they are both taken from the 
Nikkei newspaper. 

For each query, the terms appearing in the morpho- 
logically segmented version of the relevant documents in 
TCIR-Nl were ranked according to one of several inves- 
tigated selection values. Various expansion term selec- 
tion criteria have been developed for English language 
retrieval and here we investigated how well some of them 
perform for Japanese. 

The selected terms were added to the original query 
which was then applied to the retrieval system as before 
to be scored against both morphologically segmented and 
character-based representations of the documents. 

The expansion term ranking criteria investigated were: 
r(i) the number of relevant documents in which term i 
appears, rtf(i) the total number of times the term i oc- 
curs in relevant documents, and the Robertson selection 
value (rsu) [19]. The FSW is defined as, 

rsu(i) = r(i) x rw(i) 

where r(i) is again the number of relevant documents 
containing term i, and rw(i) is the standard Robert- 
son/Sparck Jones relevance weight [20]. rw(i) is defined 
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(r(i)+ 0.5) 

rw(i) = log 
(R - r(i)+ 0.5) 

(n(i) - r(i) + 0.5) 

(N -n(i) - R + r(i)+ 0.5) 

where n(i) is the total number of documents containing 
term i, R is the total number of relevant documents for 
this query, and N is the total number of documents. 

We have investigated several techniques for selecting 
appropriate terms from a ranked list. 

Add a fixed identical number of expansion terms 
not already present in the query from the top of the 
ranked list. Since expansion terms may not always 
be reliable they may be downweighted by a scalar 
constant factor relative to the original query terms. 

Add the optimal number of terms from the top of 
the ranked term list for each query as measured 
on the TCIR-Nl training set. Again the expansion 
terms may be downweighted by a scalar constant. 

Sequentially investigate the retrieval utility on the 
TCIR-Nl training set of adding each expansion 
term individually. Different scalar constant factors 
can be explored for each expansion term. Only 
terms which improve the retrieval performance for 
the query on TCIR-Nl are added to the query. 

Methods of this type are of interest since it is impor- 
tant that selection of expansion terms can be completely 
automatic. It may of course be useful to offer possible ex- 
pansion terms to the user for approval, but such options 
are beyond the scope of this current investigation. 

5.3 Index Combination Methods 

The combination of evidence from multiple information 
sources has been-shown to be useful for text retrieval in 
TREC [3]. Some form of index combination has already 
been shown to be effective for Japanese [5]. In our ex- 
periments we examine two forms of index combination 
defined in [3]: data fusion and query combination. 

Data Fusion 

For data fusion we combined the ranked document lists 
produced independently by morphologically segmented 
and character-based indexes in response to a query. The 
lists were combined by adding the corresponding query- 
document matching scores from the two lists and forming 
a new re-ranked list using the composite scores. 

To explore optimization of the data fusion process we 
investigated scaling the scores of each list by a fixed con- 
stant before addition. Thus the overall combined score 
was given by, 

ems(j) = (5.ms morph(j)) + ((I- ~).ms&r(j)), 

O<Z<l 

where ems(j) is the combined query-document matching 
score of document j, rn~,~+(j) is the matching score 
for j using morphological segmentation, and ms&ar (j) is 
the matching score for j using character-based indexing. 

Query Combination 

In query combination different representations of a query 
are combined into a single representation to score against 
a document archive. Earlier we noted some of the prob- 
lems associated with compound nouns for Japanese. In 
morphological analysis compounds may be separated into 
their component words depending on their context. In or- 
der to effectively index the possible different compound 
forms we investigated query combination. 

Our requests are ordinarily segmented using morpho- 
logical analysis. For our query combination experiments 
we investigated the use of a simple rule-based segmen- 
tation scheme. The input request is segmented using 
some simple heuristic rules based on where character 
type changes, e.g. from kanji to hiragana [24]. Re- 
quests segmented using this method have many more 
compound nouns preserved than are found using mor- 
phological analysis. 

Retrieval was investigated using these new queries 
both in isolation, and also combined with our original 
queries generated using morphological analysis. A new 
set of combined queries was formed by taking the unique 
items from the corresponding query in both the existing 
sets. 

6 Retrieval Experiments 

In this section we present the results of our retrieval ex- 
periments in a series of comparison as follows. First, we 
examine the effectiveness of term weighting components 
for Japanese text retrieval. Second, we present results for 
retrieval using multiple evidence combination techniques 
for documents and queries. Finally, we examine query 
expansion for Japanese text routing using relevance in- 
formation. 

All results show precision at ranked cutoff of 5, 10, 
15 and 20 documents, and standard TREC average pre- 
cision. 

Clearly for such small collections the specific figures 
are neither reliable nor significant. Therefore we con- 
centrate on the general trends which emerge from our 
results. 

6.1 Effectiveness of Term Weighting 

As described earlier we were interested in investigating 
the effectiveness of the standard term weighting compo- 
nents when applied to Japanese text retrieval. The fol- 
lowing sections report retrieval results for the BMIR-Jl 
and BMIR-J2 collections using morphological segmenta- 
tion and character-based indexing. 

Morphological Segmentation Indexing Table 1 
shows retrieval performance for BMIR-Jl with text in- 
dexing using morphological analysis; Table 2 shows cor- 
responding figures for BMIR-J2. In each case for cu, 
weighting the values of Kl and b have been optimized 
individually for each collection. 

Character-Based Indexing Table 3 shows retrieval 
performance for BMIR-Jl with character-based indexing; 
Table 4 shows corresponding figures for BMIR-J2. Again, 
for cw weighting the values of Kl and b are optimized 
for the individual collections. 
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Av Precision 1 0.405 1 0.450 1 0.491 1 0.496 1 Av Precision I 0.405 I 0.474 I 0.514 I 0.514 
1.0, b = 

1 
ctu: Kl = 0.2 cut: Kl = 1.0, b = 0.0 

Table 1: Retrieval precision values for BMIR-Jl using Table 3: Retrieval precision values for BMIR-Jl using 
Morphological Indexing. Character-Based Indexing. 

I Weight Scheme I I I cw 1 r Weieht Scheme I I cfw I cw I 

Av Precision 1 0.351 1 0.403 1 0.442 1 0.441 1 Av Precision I 0.351 I 0.406 I 0.443 1 0.442 1 
CUJ: ICI = 0.5, b = 0.4 cw: h’l = 0.5, b = 0.4 

Table 2: Retrieval precision values for BMIR-J2 using Table 4: Retrieval precision values for BMIR-J2 using 
Morphological Indexing. Character-Based Indexing. 

Observations From the results in Tables 1 - 4 it can combination yielded a 10% improvement in Japanese text 
be seen that C~UJ is generally effective for Japanese text retrieval performance. This is significantly higher than 
retrieval using either form of indexing. In all cases there the improvement found so far in our work. The reasons 
is improvement over the UUI benchmark in cutoff and av- for this apparent difference are not clear, although it sug- 
erage precision. In addition, further improvement is ob- gests that we should explore alternative means of data 
tamed in all cases by using the more complex cw weight- combination. 
ing scheme. 

BM25 parameter values are of the same order as those 
reported by other researchers [18], although there is some 

6.3 Query Combination 

difference between the two collections. Also from Tables 
1 - 4 it can be seen that there is little difference in re- 
trieval performance for document length measurement in 
Morphs or Chars. 

J2 show that the comparison between indexing methods 
can be very sensitive to behaviour for individual queries 
[ll]. It has been observed in previous work [6] [18] that 

For BMIR-Jl we observe the character-based indexing 
to be slightly more effective for retrieval than morpho- 

character-based appears to be better. Our results gener- 

logical segmentation. However, for BMIR-J2 the results 
are almost identical for the alternative forms of indexing. 

ally support this conclusion, but clearly more research is 

Other experiments using additional requests with BMIR- 

needed on larger collections. 

Tables 7 and 8 show retrieval performance with optimized 

be more useful overall. 

data fusion for queries segmented using the simple rule 
based technique. These results are substantially worse 
than those obtained previously using queries segmented 

Tables 9 and 10 show retrieval performance for the 

using morphological analysis. Analysis of retrieval results 

combined queries. The figures here are similar to those 

for individual queries showed that often no documents 
at all are retrieved, leading to a much reduced average. 
However the new queries contain many search items not 

observed for the original queries segmented using mor- 

present in the original queries and combined queries may 

phological analysis. However, closer analysis of individ- 
ual queries shows that some are substantially improved 
by the use of query combination while others are much 

6.2 Data Fusion worse. 

query combination to improve retrieval performance. 
There are several possible reasons for the failure of 

First the documents are indexed without using the rule- 
Tables 5 and 6 show data fusion retrieval performance 

shown for optimal weighting of retrieved document lists 
from morphological segmentation and character-based in- 

for BMIR-Jl and BMIR-J2 respectively. All figures are 

dexing. In general these suggest that a Morphs:Chars 
ratio of 1:2 gives best retrieval performance for BMIR- 
Jl, but a ratio nearer 1:l is better for BMIR-J2. These 
ratios could be anticipated from the observed retrieval 
behaviour of the indexing methods in isolation. 

based segmentation method, thus many of the compound 
words introduced in the combined’queries may be rare 
in the collections. This rarity may often lead to them 
having high term weights and make them likely to exert 
undue influence on matching scores. In further query 
combination experiments we explored downweighting of 
terms derived using rule-based segmentation. The re- 
sults of these experiments showed downweighting to give 
a marginal improvement in performance, but not suffi- 
cient to alter our overall conclusions. 

The small performance gain here indicates combi- 
nation of retrieval using morphological segmentation and 
character-based indexing mav be useful. narticularlv where 

” I I 1 ” 

the contributing systems have similar individual perfor- For the remainder of this paper we use only the orig- 
mance levels. However, in [5] it is reported that data inal morphologically segmented queries. 
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Weight Scheme uw cfw cw 
Morohs I Chars 

I Weight Scheme I utu I cfw I cw 1 
Morphs Ch 

Prec. 5 dots 0.427 0.447 0.487 0.493 Prec. 5 dots 0.340 0.347 0.350 0.3; 
10 dots 0.320 0.357 0 380 

0:307 
0 * 385 10 dots 0,238 0.257 0.267 0.267 

15 dots 0.252 0.286 0.307 15 dots 0.183 0.194 0.204 0.206 
20 dots 0.144 0.152 0.164 0.164 

Av Precision 0.304 0.317 0.342 0.343 
cw: Kl = 1.0, b = 0.2 

20 dots 0.210 0.238 0.249 0.249 

Av Precision 0.406 0.474 0.511 0.515 
cw: Kl = 1.0, b = 0.2 

Table 5: Retrieval precision values for BMIR-Jl using Table 7: Retrieval precision values for BMIR-Jl using 
Data Fusion. Data Fusion and rule segmented queries. 

Weight Scheme uw cfw cw 
Morphs Chars 

Prec. 1 5 dots 0.364 0.384 0.424 I 0.424 

] Av Precision 1 0.264 1 0.293 1 0.319 1 0.319 ] 
cw: Kl = 0.5, b = 0.4 

Table 6: Retrieval precision values for BMIR-J2 using 
Data Fusion. 

Table 8: Retrieval precision values for BMIR-J2 using 
Data Fusion and rule segmented queries. 

6.4 Routing Experiments 

The morphologically segmented terms appearing in TCIR- 
Nl were ranked separately using r(i), rtf(i) and rsu(i). 
In our first experiments retrieval performance for ex- 
pansion terms chosen using each selection method was 
compared where up to the top 30 ranked expansion terms 
were added to each query. Expansion term weights were 
varied by a scalar constant downweighting factor q be- 
tween 1.0 and 0.1. Overall expansion term ranking using 
rsu(i) was shown to be consistently better than either of 
the other methods. 

Tables 11 and 12 show retrieval performance for BMIR- 
31 using the original queries and queries expanded by a 
fixed number of terms using rsu(i) term selection rank- 
ing. All results use data fusion with a simple ratio of 
1:l between indexing sources for all query types. All 
retrieval results use cw indexing with document length 
measured in Chars. Table 11 shows retrieval performance 
using Kl = 1.0 and b = 0.2, the optimal values found 
for BMIR-Jl. Table 12 shows retrieval performance for 
the more realistic routing situation where the optimal 
values for TCIR-Nl are used K = 0.5 and b = 0.8. The 
optimal expansion term query weight q was found to be 
0.25. Using q = 1.0 actually led to a small decrease in 
retrieval performance. 

From these results it can be seen that query expan- 
sion is quite effective for this routing task. Average pre- 
cision is shown to be improved by more than 10% for re- 
trieval using the optimal BM25 parameters for TCIR-Nl. 
Rather surprisingly retrieval performance using Kl = 
0.5 and b = 0.8 with query expansion appears to be 
slightly better than using the optimal parameters found 
for BMIR-Jl with the original queries. Obviously indi- 
vidual figures must be treated with caution, but the gen- 
eral trend seems to indicate that collection dependent 
setting of these parameters is less critical when more de- 
tailed queries are available. This is good news for routing 
applications, particularly if this is shown to be the case 
for larger collections. 

The optimal average number of expansion terms ap- 
pears to be around 20, but examination of the retrieval 
results for each query shows a wide variation in the op- 

timal number for individual queries. 
For a slightly more complex approach using selection 

of the optimal number of expansion terms for each query 
up to a maximum of 20 terms, a small improvement in 
BMIR-Jl retrieval performance was observed for q = 1.0, 
suggesting that this approach had potential to do better 
than the simpler method. However, while there was some 
further improvement in retrieval performance when the 
value of q was reduced, the best performance figures ob- 
tained were lower than those already observed in Tables 
11 and 12 for the simpler expansion method. 

Finally, expansion term selection using a more com- 
plex, and significantly more expensive, method was in- 
vestigated. The effect of adding up to each of the top 
20 rsu(i) expansion terms for the query was explored se- 
quentially, with the value of q optimised individually for 
each term during sequential iteration. If the addition of 
the term improved retrieval performance on the TCIR- 
Nl training set it was retained otherwise it was discarded. 
If more than 5 terms in a row were discarded training for 
this query was stopped. This training procedure is sim- 
ilar to that used for TREC routing experiments in [22]. 
Once again, the retrieval results obtained using these op- 
timised queries were not as good as those achieved using 
the much simpler fixed number of terms method shown 
in Tables 11 and 12. 

Observations These results indicate that query ex- 
pansion with rsu(i) works well for Japanese text. How- 
ever, it is a little surprising that the largest improvement 
in retrieval performance was found with simplest method 
of term selection and weighting for query expansion. The 
TCIR-Nl training set is very small, as of course is the 
BMIR-Jl test set, and despite the fact that the news 
articles in BMIR-Jl and TCIR-Nl both come from the 
Nikkei newspaper there may be some mismatch between 
them since they contain articles from different periods. 
Thus attempts to use more sophisticated query expan- 
sion training algorithms may lead to overfitting to the 
training set. In this case it is possible that the simplest 
query expansion procedure produces more general and 
useful expanded queries. Clearly more experiments with 
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Av Precision 1 0.512 ] 0.550 ] 0.557 ] 0.552 ] 0.560 ] 0.558 ] 0.544 
% change I +7.4% ] +8.8% ] +7.8% ] +9.4% ] +9.0% ] +6.3% 

CUJ: Kl = 1.0, b = 0.2, q = 0.25 

Table 11: Retrieval precision values for BMIR-Jl using query expansion with cw weighting and rsu term selection. 

Av Precision ] 0.498 ] 0.536 ] 0.549 ] 0.550 1 0.564 I 0.558 I 0.551 
% change - I +7.6% I +10.2% I +10.4% 1 +13.3% I +12.0% I +lO.S% 

cw: Kl = 0.5, b = 0.8, q = 0.25 

Table 12: Retrieval precision values for BMIR-Jl using query expansion with cw weighting and rsu term selection. 

, I 

[ Av Precision 1 0.419 ] 0.477 ] 0.498 ] 0.498 ] 
cw: Ii-1 = 1.0. b = 0.4 

Table 9: Retrieval precision values for BMIR-Jl using 
Data Fusion and Query Combination. 

Weight Scheme uw cfw cw 
Morphs 1 Chars 

Prec. I 5 dots 0.456 0.480 0.532 I 0.528 
10 dots 0.408 0.438 0.460 0.460 
15 dots 0.379 0.400 0.428 0.425 
20 dots 0.353 0.375 0.406 0.404 

Av Precision 0.354 0.405 0.437 0.436 
cw: Kl = 0.5, b = 0.4 

Table 10: Retrieval precision values for BMIR-J2 using 
Data Fusion and Query Combination. 

larger collections are needed, but our results so far are 
nevertheless encouraging. 

Similar improvements in retrieval performance for 
Japanese were observed for query expansion using an 
association thesaurus in [7]. An advantage of out work is 
that we do not need a thesaurus and potentially we can 
be responsive to the relevance judgements of our users. 

7 Conclusions and Further Work 

This paper has reported an experimental investigation 
into the use of probabilistic information retrieval tech- 
niques for Japanese text retrieval and routing. The re- 
sults of these experiments suggest that these techniques 
are highly applicable to the Japanese language, although 
further investigation with much larger collections is re- 

quired to establish our findings conclusively. 
The experiments indicate that there is little differ- 

ence in retrieval performance between text indexing using 
word-level or character-level analysis, but suggest that 
combination of these techniques can lead to a small over- 
all improvement in retrieval performance. For further 
investigations in indexing it would be interesting to ex- 
plore statistical segmentation techniques, such as those 
described in [18]. In addition to a straightforward com- 
parison of retrieval performance using indexing with sta- 
tistical segmentation, “terms” derived using this tech- 
nique might be used as a source of query expansion, or 
perhaps in a hybrid segmentation method in combination 
with morphological analysis and character-based index- 
ing. 

In our current experiments we are extending our 
exploration of relevance feedback in Japanese to term 
reweighting both in isolation and in combination with 
query expansion. In addition, we intend to build a large 
collection based on BMIR-J2 to enable us to investigate 
incremental user feedback over time, taking work such as 
[l] as a starting point. 

Finally, if relevance feedback is to be useful in the 
operational NEAT system we must collect relevance in- 
formation from our users. Since many users may not 
provide such information on a regular basis it may be 
useful to explore automated analysis of their browsing 
behaviour as described in [14]. 
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