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J.. I NTRODU(3T I ON 

Most people will agree that the ultlmate goal of an Information retrleval (IR) system wouIcl 

be to  Incorporate as much a r t i f i c i a l  I n te l l i gence  techniques as possible so t ha t  the system 

would be able to  rep ly  to  quer ies with spec i f i c  answers (so ca l led  fac t  r e t r i e v a l ) .  Current 

c a p a b i l i t i e s  for  large scale general purpose r e t r i e v a l  however Is s t i l l  at  the stage of 

document r e t r i e v a l  leve l ,  namely r e t r i e v i n g  documents tha t  most probably conta in answers to  a 

query. Thls may not necessar i ly  be a t r ans ien t  stage at  a l l ,  as has been pointed out t ha t  

document r e t r i e v a l  c a p a b i l i t y  may serve as a pre-processlng stage to the more de ta i led  fac t  

r e t r i e v a l ,  even I f  the problems associated with the l a t t e r  are assumed solved. 

In an automatic document indexing and r e t r i e v a l  environment, one general ly processes the 

natural language sentences from a query or from the t i t l e  and abstract  of a document in to  

Isolated word stems (a f te r  removlng stop words), which are then used as representa t ion  of the 

query or document. This Is the content term se lec t ion  stage of the automatic indexing 

prucedure. The next stage may be regarded as making the eviaence car r ied by each term more 

spec i f i c  v la  var ious term-weight ing schemes. Since the words of the o r i g i n a l  sentences or 

phrases have been iso la ted,  they lose t h e i r  meaning In context .  They become ind icators  or 

symbols of content ra ther  than ca r r ie rs  of content,  which is ac tua l l y  what indexing is about. 

As long as we are using these terms as Ind icators ,  then there are other Ind icators  w i th in  a 

document t ha t  one can use. I t  Is well-known for  s c i e n t i f i c  documents tha t  t h e i r  c i t i n g  or 

c i ted documents are h ighly spec i f i c  Ind icators  of the source document content .  In p a r t i c u l a r ,  

when two source documents share a number of ident ica l  references or c i t a t i o n s ,  the probabi l  I ty  

of them deal lng with the same top ica l  content would be high. When c i ted  documents are used, 

t h i s  sharing Is ca l led  bibl Iographic coupl lng EKESS63]; when c i t i n g  documents are used i t  is 

ca l led  c o - c l t a t l o n  ESIVlAL73]. In these methods i t  is Inherent ly  assumed t h a t  the c i ted 
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or c i t i n g  document identTt les  (these may be coded as Journal name, year, page or unique 

document numbers assigned by the system) are the indexing terms of the source. They are 

language Independent, no words need to  be used. They are in e f f ec t  coded content symbols or 

ind ica tors  t h a t  are both concise and precise,  and have been found to  be useful in query 

inaependent circumstances such as document c l a s s i f i c a t i o n ,  research f r on t  i d e n t i f i c a t i o n ,  

impact fac tors  of important papers or journa ls ,  author eva lua t ion  t o o l s  or SOl serv ices 

[GARF79, SCHI71, SMAL74, PINS76]. In circumstances of answering ad hoc quer ies t h e i r  

usefulness may be more r e s t r i c t e d .  Query formulat ion then means tha t  the user need has t o  be 

expressed as a few (a t  least  one) known re levant  documents, which is equ iva len t  to  having 

solved the i n i t i a l  search problem. The handl ing of  these document i d e n t i t y  codes as indexing 

terms would a lso be qu i te  a l i en  t o  the normal user, and may be more er ror -prone than the 

handl ing of English words. For measuring the s i m i l a r i t y  between Iwo documents the number of 

ident ica l  document codes is Inva r iab ly  used. I f  i t  Is la rger  than a thresho ld  count, the two 

items are regarded as re levan t .  This counting measure however has i n t u i t i v e '  but no 

theo re t i ca l  j u s t i f i c a t i o n .  

In EKWOK75, KWOK84, KWOK85] we have suggested the use of some cha rac te r i z i ng  proper t ies  of 

the c i ted  or c i t i n g  documents Instead of the raw i d e n t i t y  codes as Indexing aids to  the 

source. In p a r t i c u l a r ,  i f  these proper t ies  are the normal English words, we would then have 

restored the more user-or iented vocabulary as indexing terms, yet  s t i l l  r e t a i n i n g  the use of 

the c l t i n g / c i t e d  r e l a t i o n s h i p  be hveen documents. The most r ead i l y  a v a i l a b l e  and leas t  

expensive charac te r i z ing  property of a document is I ts  t i t l e  terms, which the re fo re  leads us 

to  the use o f  the c i ted  or c i t i n g  t i t l e  words for  source document Indexing. T i t l e  terms have 

been studied prev ious ly  and recent ly  [BUXT77, DIEN84], and they have been found on the whole 

to  be r e f l e c t i v e  of document content.  Moreover, cons ider ing the set of t i t l e  terms 

accumulated from the approximately ten to  t h i r t y  re levan t  and re la ted  documents t ha t  the 

author(s)  (who is an exper t  on the top ics  of the document) c i t es  or is c i ted  by, and a lso 

using the source document abst ract  as a se lec t ion  f i l t e r ,  the p r o b a b i l i t y  of ob ta in ing good 

re levan t  document representa t ion would be high. In add i t i on ,  ?here is t h e o r e t i c a l  

j u s t i f i c a t i o n  fo r  doing t h l s  based on Bayes t decis ion theory [KWOK85]. 

Because of the nature of natural language words, Thei r  use In our context  would i n v a r i a b l y  

lead to  a loss in prec is ion compared wi th using the c i ted  or c i t i n g  document i den t i t y  codes 

d i r e c t l y ,  although reca l l  would probably be improved. However, since author-prov ided top i ca l  

relevance Informat ion is a v a i l a b l e  for  them, we can relevance weight each of these t i t l e  terms 

selected, as In the theory of p r o b a b i l l s t i c  r e t r i e v a l .  This way the loss In prec is ion may be 

restored.  Moreover, a s i m i l a r i t y  measure based on the p r o b a b i l i t y  of relevance be h~een query 

and document, or between documents may also be der ived. 

In t h i s  paper, we would l i ke  to repor t  some t r i a l  experimental resu l ts  using c i ted  t i t l e  

terms on ly ,  for  the study of indexing and document-document s i m i l a r i t i e s .  Section 2 summaries 

the theo re t i ca l  formulat ions,  and Section 3 presents the methods used and the resu l t s .  
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Z. THEORY 

Indexing of a document probably is the most important procedure one takes in IR. In the 

environment of peer-reviewed scientific papers, the publishing of such a document generally 

means that the author has done a fair amount of survey of related and relevant articles, part 

of which naturally appears as references in support of the (source) document. This situation 

may be viewed as the author(s) having an information need, equivalent to a mental 'query', and 

the source together with its cited documents may be regarded as 'retrieved' as 'answers' to 

this 'query'. Thls model may be employed for deriving the indexing of this mental 'query' 

trom its 'answers', which is then regarded as the Indexing of the source document. 

In our approach each document x i of our collection under study (called the source 

collectlon of size N) is assumed to be accompanied by a set of c I relevant cited documents. 

The set Of unique source and cited documents Is called the augmented collection of size N A <= 

N + ~ici, Figure I. We will assume each source document to have a mental 'query' i behind 

it, whose content Is what the author is trying to write about. The source document x i and its 

c i cited document are then regarded as a relevant answer set to this 'query'. Moreover, if 

the assumption is also made that no other documents in the augmented collection is relevant to 

the 'query', we may apply Bayes' decision theory (exactly) as in probabilistic retrieval 

[ROBE76, RIJS77]. The decision question we ask is as follows: if we were to have a 

representation of the mental 'query' i, what terms and weightings would it take so that when 

every document xj In the collection is compared with this 'query' we would re-form our cluster 

of source x i and its cited documents based on the condition O(Ri/xj) > I, with minimal 

probability of error? Here 0(Ri/xj ) is the odds P(+Ri/xj)/P(-Ri/xj) that, given a document 

xj, it will have a bigger probability of relevance to i (+R I) than nonrelevance (-Ri). The 

result is that the 'query' i has to be represented by (a) the union of all the title and cited 

title terms (T u CT), designated as (Yil.-Yik..Yit) with Yik = I/0 denoting presence/absence of 

the k-th term in i; and (b) these terms should be weighted by the relevance weights as used in 

[YU76, ROBE76]: 

Wik = log [Pik(1-qik)/(qik(1-Pik) ] 

where 

(I) 

Pik = P(Yik=I/+Ri ), the probability that the k-th 

term will occur in the set relevant to i; 

qlk = P(Yik=I/'Ri ), the probability that the k-th 

term will occur in the set not relevant to i; 

I <= k <= t counts the set of t index terms. 

The above formula also makes the usual assumption that the index terms are independent in the 

relevant (+Ri) and the nonrelevant sets (-Ri). 

In real situations, the foregoing assumptions about the cited documents being all relevant 

TO the source, or that they are the only relevant ones in the augmented collection are usually 

not satisfied. Approximating procedures then have to be devised to pick these terms in (T u 
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CT) that are useful for indexing, and those among the ci+1 documents that are relev.ant and 

useful for weighting purposes. These procedures are explained in detail in Section 3. 

Once a probability-weighted representation for each source document (or in our model, the 

'query' behind it) has been obtained, we can use it for computing a similarity measure between 

each document and a query, or between documents. This investigation only looks at the latter. 

Various forms of similarity measures can be considered and they are derived in detail in 

[KWOK85]. The most useful seems to be a symmetric form which also allows all pairs of 

similarity measures to be directly comparable. Its basis originates from the follcwing 

arguments. After i has been indexed and weighted, we can investigate if j is relevant to i by 

asking the following: 

If O(Ri/j) > I, then decide j relevant to i. 

Here j is considered to be a cluster of cj+1 items, each being independent and whose 

probabillty of relevance to i can be evaluated. This necessarily leads to a nonsysmmetric 

similarity measure which has the interpretation of the total probability cf relevance of j to 

i. For a symmetric measure an obvious modification would be: 

If O(Ri/j)O(Rj/i) > I, then decide i, j mutually relevant; 

which takes into account both i and j as focli of evaluation. This however leads to measures 

with scaling factors linearly dependent on the number of components in i and j. This can be 

overcome by considering the odds per relevant component (actually log odds per component) by 

introducing the factors I/(ci+I) and I/(cj+1). In addition, to make the measure directly 

comparable to each other we also introduce the normalizing self odds factors O(Ri/i) and 

O(Rj/j). The final result is the following decision equation: 

O(R.z~I/(ci+1) O(R./~I/(ci+1) 
If -.-4~L .... ~ .... ~LL ........ > Threshold, O(Ri/i)I/(ci+1) O(Rj/j) I/(cj +I) 

then decide i and j relevant. 

Here O(Ri/j) , for example, is the odds that given j it is relevant to i. The nu~ber of 

components making up j, namely cj+1, enters explicitely in the decision rule. After taking 

logarithm and using Bayes' Theorem, we arrive at a symmetric probability-based similarity 

f.~easure between two source documents as fellows: 

v(i,j) : ~k (tjk/(Cj+1)-tik/(Ci+1)](Wik-Wjk) 

(2) 

Here, tjk are the title frequency of term k in the cluster of relevant documents that define j 

(i.e. the number of times term k occurs in the cj+1 titles of cluster j; and likewise for i), 

and the sunl of k is over all terms belonging to both i or j. This is the formula we have used 

for our experimental results. 

~.EXPERIMENTAL METHODS AND RESULTS 
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Unlike titles and abstracts, use of cited titles for indexing is uncommon, and databases of 

documents containing these items are not readily available. One may have a source document 

collection with cited or citing document codes (for example from ISI), but these may link to 

Qocuments outside the collection, and therefore the citing or cited titles would not be 

complete, unless one has access to some large current and retrospective databases that may 

conceivably contain all possible citing or cited titles of the source collection. 

Technically, this is quite feasible in a well-designed information system. For our study 

however, we have manually created two small collections for exp@rinlentatlon. Collection CIS 

consists of 65 Computer and Information Science (CIS) source documents that were accumulated 

during classroom projects. They were taken from TODS (Transactions on Database Systems), Data 

Structure papers of the CACM, and a few ethers from JACM, JASIS and JDOC. There is no 

ebjectlve judgment, but the topics are quite heterogenous; hence one can judge the topical 

content without much risk of bias. This collection also has a number of papers that have few 

(3 to 8) references. Collection ~D consists of the 37 medical papers prevleusly studied in 

[KWOK75]. It contains papers on two topical areas (VW: Platelet Functions and Von 

Willebrand's Disease; and PY: Effect of Pyrlmido-pyrimidine Derivatives on Platelet Functions) 

obtained by using the clustering procedure of [SCHI71]. Objective relevance judgment as to 

the correctness of cluster assignment has been obtained for these papers on the scale of four 

as follows: X (right on the topic), R (related), P (peripherally related) and U (unrelated). 

Both collections do not have queries. We have used Porter's algorithm [PORT80] as the 

standard stemming procedure. The collection characteristics are summarlsed in Figure 2. 

The query i behind a source document x i with c I cited titles, after indexing will be 

represented by (Yil,Yi2.- Yit). This is accomplished In two stages: selection and weighting. 

In theory we take all terms in (T u CT); in reality, because not all cited titles are 

relevant, selection was done by first forming the two sets of stems: A' = T u A (unique stems 

from the title and abstract) and CT' = T u CT (unique stems from the title and cited titles). 

From these the following five disjoint sets were defined: 

X : set of overlapping stems (A' n CT'); 

CT' n : those left in CT' with frequency >= n, where 

n = 2 + TRUNC[(ci+I)/CITLIM ] with CIII. IM = 33; 

A'~ : those left in A' with frequency >= m, where 

~n = 3 + TRUNC[ABSTRACT_LEN/ABSLIN] with ABSLIM = 150; 

CT'n< : remaining stuns In CT'; 

A'm< : remaining stems in A'. 

The normal thresholds for n, m are 2 and 3 respectively. If the number of references, or the 

length of abstract equals or exceeds CITLIM or ABSLEH respectively, these are raised by I. 

They are chosen fairly arbitrarily and serve to suppress terms that may be included later in 

IDX of Equation 3 just because of high term usage. We have selected the terms in 

IDX : CT' n u X u A' (3) 
• m , 

as the representation of the document. If this set has more than MXIDX:36 terms, we have else 
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raised the value of either n or m by I to limit the final number of unique terms to MXIDX or 

less. This has the effect of normalizing somewhat the length of representations. It is this 

investigator's feeling that 30 or so index terms chosen carefully should be quite sufficient 

for topic descriptions, and that more terms may not be necessarily more effective. It shoula 

be noticed that the terms in A' m are only present in the abstract, and not in any of the cited 

Tltles Of the document in question. However, they appear with sufficient frequency in the 

abstract that we felt they should be included. There are however few of them as the result in 

Fi 9. 3 shows. 

For term weighting we have to determine which of the ci+ I cited titles are relevant to 

document content. This is important and the argument for the best method of identifying them 

is an open question. We have used a rather conservative procedure as follows. First a set of 

kernel terms were picked from the IDX set obtained earlier. These include all the terms in 

the set X plus all terms in CT' n with frequency >= r, where r = 2 + TRUNC[(ci+1)/14]. The 

purpose of r is to limit the kernel terms to the higher frequency ones as the number of titles 

increases, so that later when we select the relevant titles, we would have a more restrictive 

procedure. Our policy is to select those titles that contain more than a threshola of these 

kernel terms as relevant. However, when these kernel terms are ranked by frequency, they may 

have a Zipfian behaviour with the .lowest ranked term(s) proliferating In many titles. We 

decided to give a score of I/2 to these less speciflc kernel terms and a score of 1 1o the 

rest. A title with z stems would be regarded as relevant if the sum of the score of kernel 

terms >= 0.4z, or >= 2.5 (for long tltles); i.e. if 40% of the title terms are kernel terms, 

or that it has a weight of at least 2.5 kernel terms. All these arbitrary parameters can be 

varied to affect the number of relevant titles to be selected. Once the number (RTi) of 

relevant titles have been identified, we can proceed to count the occurrence of each index 

term Yik in the set relevant to i, giving us tlk , the title frequency of term k in i, and the 

conditional probebillty Pik is estimated as: 

Pik = P(Yik=I/+Ri ) = (tik+O.5)/(RTi +I) 

For qlk = P(Yik=I/-Ri ), we have followed the method suggested in [HARP78] and have to 

accumulate all the title stems in the augmented collection. If the term Yik appears in n k 

titles, then the estimate is: 

qik = (nk-tik+O.5)/(NA-RTi+1) 

The relevance weight Wik of the term Yik in i is then given by Equation (I). These 

fundamental probabilities and frequencies also allow us to evaluate the document-document 

similarity v(i,j) as given in Equation (2). Since the use of cited title terms is uncommcn we 

have divl~ed our experimental investigation into three parts, collectlon characteristics, 

indexing term characteristics and similarity measures between documents. 

~.i COLLECTION CHARACTERISTICS 
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Figure 2 shows the characteristics of the collections. The augmented collections are 

formed by union of 611 sources and their cited documents, with each represented by its title 

content terms only. It can be seen that medical literature is comparatively more suitable for 

our approach than CIS papers. Each medical source paper not only cites more (average 23.1 

Qocuments versus 16.7), each title also averages longer (6.9 terms versus 5.1). Out of the 65 

CIS papers, 19 have 3 to 8 references (mainly CACM papers). In contrast only I out of'the 37 

n~edical papers has 8 references only. The tight topical content of the medical collection as 

agalnst the loose CIS collection can be observed from the drop of a total of 838 to 572 unique 

references. In Collection CIS this drops modestly from 1075 to 934. 

&.2J.[~.J~ TERM CHARACTERISTICS 

Figure 3 shows the term selection statistlcs for the two collections. All numbers are 

averaged over the collection slzes. It also gives a comparison betweeen our method of 

indexing (IDX) and the conventional title and abstract (A'= T u A). As can be seen the size 

ef IDX is much more compact, about 40% of that of A'; yet about 70% of IDX overlaps with A f. 

It is our conjecture that most of the content bearing terms characterizing the documents 6re 

~Iready in IOX, and that the set Arm< , though large, may not be important for content 

cescriptlon. (See also comparison wlth manual terms later). As stated before, the terms in 

the set A' m which are the higher frequency terms in the abstract that do not overlap with the 

cited title terms, are few in number. 

lle have also gathered the manual indexing terms (MAN) for ACM papers in Collection CIS 

(only 20 are done so far). These consist of the unique terms of the Computing Review category 

heaoings, the general terms end the additional keywords and phrases that normally accompany 

them. Fi£ure 4a shows how the overlaps between the set of manual indexing terms with IDX as 

well es with A' are to be counted. In Figure 4b, the averages are tabulated for those 

available. As can be seen the overlap counts of IDX with MAN are very similar to that of A' 

with MAN. It must be indicated that the IDX indexing achieves this with a much smaller set of 

terms compared with A'. If we had used the usual overlap ratio C/(A+B-C), where C is the 

number of elements in tee intersection of set A with set B, the result would be overwhelmincly 

in favour of IDX. The results In this table may give us a feeling of the quality of indexing 

with cited title terms. 

In Figure 5 we have also plotted the number ef (T u CT) terms as well as IDX tern~s, both 

a,gainst ci+1. (T u CT) contains all (untruncated) unique content terms obtained by merging 

all title and cited titles. A plot of this against ci+ I may show how new terms are introduced 

within a set of related and relevant titles. If these titles were unrelated we weul~ expect a 

linear graph (at least for lower values of ci+1 before significant overl~p occurs) with slope 

~bout 5.1 and 6.9 for Collection CIS and MED respectively. These are their average unique 

terms per title, see Fig. 2. In effect the experimental points obey a linear least square fit 

y = ~ + bx (with distribution at each point assumed to be Poisson with variance equal I"o 

observed count) very well. The slopes of 2.31 (CIS) and 3.37 (MED) are much smaller than for 
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unrelated items, and may serve as a measure of the relatedness of the titles. 

The other graph on Fig. 5 is a plot of IDX vs ci+1 . IDX as defined in Equaticn 3 contains 

effects of terms from abstracts and truncation procedures. A linear fit is also applied as 

before, but only for points that are not truncated (i.e. excluded are cases where ci+ I => 

CITLIt4, or IDX => MXIDX; these points are shown as & in the graph). The fit also seems to be 

well obeyed. Based on our selection process, new terms seems to appear at the rate of less 

Than I per title. 

For each document x i we have to select out of the ci+1 titles those considered relevant for 

weighting purposes. The procedure outlined earlier was followed and the result tabulated in 

Figure 6. As can be seen our procedure is conservative; less than 75% of the titles are 

considered relevant for weighting purposes. 

& . ~  DOCUMENT-DOCUMENT S I MI LAR I TY MEASURE 

For Collection MED a symmetric slmilerity measure based on Equation (2) of Section 2 is 

also calculated between every pair of documents. Because objective relevance judgment as to 

correctness of group assignment is available, we have shown in Fig. 7 the distribution of 

similarity measures for pairs of documents both chosen from the same group [R-R curves], and 

for pairs chosen from different groups [~i-R curves]. For this purpose, 5 papers in Group VW 

(leaving 15) and 3 papers in Group PY (leaving 14) were removed from consideration because 

they were judged to be U (unrelated) ot P (peripherally related). This results in 196 R-R and 

210 N-R measures. For comparison, the cosine similarity meausres were also plotted. Fig. 7a 

gives the distributlon for cosine based on indexing using A'=(A u T) (the normal title and 

a b s t r a c t ) .  F i g .  7b a l s o  uses c o s i n e ,  bu t  i n d e x i n g  is  based on our  IDX. F i g .  7c uses IDX and 

our  s i m i l a r i t y  measure v ( i , j ) .  There seems t o  be a s i g n i f i c a n t  improvement in t h e  s e p a r a t i o n  

o f  t he  R-R and N-R curves  when IDX (F!g .  7b)  is  used i n s t e a d  of  A t ( F i £ . 7 a ) .  A t g e n e r a l l y  

uses a d i v e r s e  se t  o f  v o c a b u l a r y  as w e l l  as l o n g e r  a b s t r a c t s ;  t h e y  lead t o  smal l  cos i ne  v a l u e s  

even f o r  R-R ~easures .  IDX on t h e  o t h e r  hand uses a much t l g h t e r  v o c a b u l a r y  and a l s o  t h e  

s i z e s  o f  r e p r e s e n t a t i o n  a r e  s m a l l e r ;  t hey  lead t o  more h i g h e r  c o s i n e s .  Th i s  e f f e c t  is  however  

n~ore pronounced in t h e  R-R than  N-R, t h e r e b y  l e a d i n g  t o  b e t t e r  s e p a r a t i o n  of  t h e  c u r v e s .  F i g .  

7c shows the result of our similarity measure (Equation 2) on IDX terms. It is interesting to 

see two approximately nomal distributions, but the average separation does not seem to be as 

pronounced as for the cosine of Fig. 7b, but better than for Fig. 7a. If cut-off thresholds 

are chosen as shown in the fisures to differentiate similarity from nonsimilarity, then the 

number of wrong assignments are about the same in all 3 cases. Results for Collection CIS are 

not yet available. 

..4.. CONCLUS I ON 

The use of  c i t e d  t i t l e  te rms f o r  i n d e x i n g  and s i m i l a r i t y  measures in a p r o b a b i l i s t i c  

c o n t e x t  has been i n v e s t i g a t e d  us ing  two smal l  c o l l e c t i o n s ,  and t h e  r e s u l t s  have t o  be v iewed 
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with this restriction in mind. For general conclusions, much larger databases and much more 

experin~entation have to be done. Our purpose is to see whether the models and formulae that 

we proposed are reasonable or not. The results seem to show that our theory and approach are 

correct. There seems to be merit in using our IDX indexing procedure and employing cited 

titles, compared with normal indexing from title and abstract. Our similarity measure v(i,j) 

(Equation 2) also gives reasonable results, bit it does not seem to perform better than the 

cosine, as we had hoped. However, our probabilistlc approach has more room for improvement, 

both in theoretical development and in approximation procedures. It seems that larger scale 

of experimentation is warranted. 
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