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1. INTRODUCTION

Most people will| agree that the ultimate goal of an information retrieval (IR) system would
be to Incorporate as much artificial Intelligence techniques as possible so that the system
would be able to reply to queries with specific answers (so called fact retrieval). Current
cabablllfies for large scale general purpose retrieval however is stii| at the stage of
document retrieval (evel, namely refrieving documents that most probably contain answers to a
query. This may not necessarlly be a transient stage at all, as has been pointed out that
document retrieval capability may serve as a pre-processing stage to the more detalled fact
retrieval, even if the problems associated with the latter are assumed solved.

In an automatic document Indexing and retrieval environment, one generally processes‘fhe
natural language sentences from a query or from the title and abstract of a document Into
isclated word stems (after removing stop words), which are then used as representation of the
query or document. This Is the content term selection stage of the automatic indexing
procedure. The next stage may be regarded as making the evidence carried by each term more
speclfic via varlous term-welghting schemes, Since the words of the original sentences or
phrases have been Isolated, they lose thelir meaning In context. They become indicators or
symbols of content rather than carriers of content, which is actually what indexing is about.
As iong as we are using these terms as iIndicators, then there are other Indicators within a
document that one can use. It Is well-known for scientific documents that their citing or
cited documents are highly specific indicators of the source document content, lh particular,
when two source documents share a number of Iidentical references or citatlions, the probabil ity
of them deal ing with the same topical content would be high. When clited documents are used,
this sharing Is called bibl fographic coupling [KESS63]; when citing documents are used It is
cal led co~citation [SMAL73]. In these methods It is Inherently assumed that the cited
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or citing document identities (these may be coded as Journal name, year, page or unlique
document numbers assigned by the system) are the Indexing terms of the source. They are
language Independent, no words need to be used. They are In effect coded content symbols or
indicators that are both concise and precise, and have been found to be useful in query
ingependent circumstances such as document classlflcafloﬁ, research front Identification,
Impact factors of important papers or Journals, author evaluation tools or SDI services
[GARF79, SCHI71, SMAL74, PINS76]. In clircumstances of answering ad hoc queries thelr
usefulness may be more restricted. Query formulation then means that the user need has to be
expressed as a few (at least one) known relevant documents, which is equivalent to having
solved the Initial search probiem. The hand!ing of these document Identity codes as indexing
terms wouid aiso be quite alien to the normal user, and may be more error-prone than the
handl ing of Engiish words. For measuring the similarity between two documents the number of
identical document codes is Invariably used. |If it Is larger than a threshold count, the two
items are regarded as relevant, This counting measure however has Intuitive' but no
theoretical justification.

In [KWOK75, KWOK84, KWOK85] we have suggested the use of some characterizling properties of
the cited or citing documents instead of the raw identity codes as Indexing aids to the
source. In particular, If these properties are the normal English words, we wouid then have
restored the more user-oriented vocabulary as indexing terms, yet still retaining the use of
the cliting/cited relafloﬁshlp between documents. The most readily avallable and least
expensive characterizing property of a document is Its title terms, which therefore leads us
to the use of the clted or cliting title words for source document Indexing. Title terms have
been studied previously and recently [BUXT77, DIEN84], and they have been found on the whole
to be reflective of document content. Moreover, considering the set of ftfitle terms
accumulated from the approximately ten to thirty relevant and related documents that the
author(s) (who is an expert on the topics of the document) cites or is cited by, and also
using the source document abstract as a selection filter, the probability of obtaining good
relevant document representation would be high. In addition, +there is theoretical
justification for doing this based on Bayes' decision theory [KWOK85].

Because of the nature of natural language words, their use In our context would invariably
lead to a loss in precision compared with using the cited or citing document identity codes
directly, atthough recail wouid probably be Improved. However, since author-provided topical
relevance information Is available for them, we can relevance weight each of these title terms
selected, as in the theory of probabilistic retrieval. This way the loss in precision may be

restored. Moreover, a similarity measure based on the probabil ity of relevance between query
and document, or between documents may also be derived.

In this paper, we would |lke to report some trial experimental results using cited title
terms only, for the study of indexing and document-document similarities. Section 2 summaries
the theoretical formulations, and Section 3 presents the methods used and the results.
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2. THEORY

Indexing of a document probably is the most important procedure one takes in IR. In the
envircnment of peer-reviewed scientific papers, the publishing of such a document generally
rmeans that the author has done a fair amount of survey of related and relevant articles, part
of which naturally appears as references in support of the (source) document. This situation
may be viewed as the author(s) having an information need, equivalent to a mental 'query'!, and
the source foéefher with its cited documents may be regarded as 'retrieved! as 'answers' to
this 'query'. This model may be employed. for deriving the indexing of this mental 'query!
trom its 'answers', which is then regarded as the Indexing of the source document.

In our approach each document x; of our collection under study (called the source
collection of size N) is assumed to be accompanied by a set of C; relevant cited documents,
The set of unique source and clted documents Is called the augmented collection of size Np <=
N+ Zici, Figure 1. We will assume each source document to have a mental 'query' i behind
it, whose content is what the author is trying to write about. The source document X; and its

.C; cited document are then regarded as a relevant answer set to this 'query'. Moreover, if
the assumption is also made that no other documents in the augmented collection is relevant to
the 'query', we may apply Bayes' decision theory (exactly) as in probabilistic retrieval
(ROBE76, RIJS77]. The decision question we ask is as follows: I{f we were to have a
representation of the mental 'query' i, what terms and weightings would it take so that when
every document Xj In the collection Is compared with this 'query' we would re-form our cluster
of source x; and its cited documents based on the condition O0(R;/xj) > 1, with minimal
probability of error? Here O(R;/x;) is the odds P(+R{/xj)/P(-Rj/x]) that, given a document
Xj, it will have a bigger probability of relevance to i (#R{) than nonrelevance (-R;)., The
result is that the 'query' i has to be represented by (a) the union of all the title and cited
vitle terms (T u CT), designated as (yii..yjk..yj+) with yjx= 1/0 denoting presence/absence of
the k=th ferm in i; and (b) these terms should be weighted by the relevance weights as used in
[Yu76, ROBE76]:

log [pik(1=q1k)/(qik(1-piK) ] (1)

x
=
]

Pik = P(yjk=1/4Rj), the probability that the k=th

term will occur in the set relevant to i;
9ix = P(y{k=1/-R;), the probability that the k-th
term will occur in the set not relevant to i;

1 <= k <= 1 counts the set of Tt index terms.

The above formula also makes the usual assumption that the index terms are independent in the

relevant (+Ri) and the nonrelevant sets (-Rp).

In real situations, the foregoing assumptions about the cited documents being all relevant
To the scurce, or that they are the only relevant ones in the augmented collection are usually

rnot satisfied. Approximating procedures then have to be devised to pick those terms in (T u
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CT) that are useful for indexing, and those among the c;+1 documents that are relevant and
useful for weighting purposes, These procedures are explained In detail in Section 3.

Once a probabil ity-weighted representation for each source document (or in our model, the
'Guery' behind it) has been obtained, we can use it for computing a similarity measure between
each document and a query, or between documents. This investigation only looks at the latter.
Various forms of similarity measures can be considered and they are derived in detail in
[KWOK&5]. The most useful seems to be a symmetric form which also allows all pairs of
similarity measures to be directly comparable. Its basis originates from the following
arguments. After | has been Indexed and weighted, we can investigate if j is relevant to 1 by
asking the following:

If O(R;/j) > 1, then decide j relevant to i.

Here j is considered to be a cluster of €j+1 items, each being independent and whose
probabil ity of relevance to i can be evaluated. This necessarily leads Tc a nonsysmmetric
’similari+y measure which has the Interpretation of the total probability cf relevance of | to

i. For a symmetric measure an obvious modificaticn would be:
Hf O(R;/j)O(R;/1) > 1, then decide i, j mutually relevant;

which fekes into account both i and j as focli of evaluation., This however leads to measures
with scaling factors |inearly dependent on the number of components in i and j. This can be
cvercome by considering the odds per relevant component (actually log odds per component) by
introducing the factors 1/(c;+1) and 1/(cj+1). In addition, to make the measure directly
comparable to each other we also introduce the normalizing self odds factors O(R;/1) and

O(Rj/j). The final result is the following decision equation:

0(Ry/ 1/ (ej*1) (R, )1/ (cy+1)
O(R;/i)1/(ci+1) O(Rj/j)I/(cJ+1)

> Threshold,
then decide i and j relevant.

Here O(R;/j), for example, is the odds that given j it is relevant to i. The number of
components making up j, namely Cj+1, enters explicitely in the decision rule., After taking
logarithm and using Bayes! Theorem, we arrive at a symmetric probability-based similarity

neasure between two source documents as fol lows:

vii, ) = Zk (jk/ (cj+1)=TiK/ (c1+1) W ik-w jk)
(2)
Here, *jk are the title frequency of term k in the cluster of releveant documents that define j
(i.e, the number of times term k occurs in the CJ+1 titles of cluster j; and likewise for i),
and the sum of k is over all terms belonging to both i or j. This is the formula we have used

for our experimental results.

2.EXPERJMENTAL METHODS AMD RESULTS
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Uniike titles and abstracts, use of cited titles for indexing is uncommon, and databases of
documents containing these items are not readily availablie. One may have a source document
collection with cited or citing document codes (fcr example from 1S1), but these may link to
qocuments outside the collection, and therefore “the citing or cited titles wculd not be
complete, unless one has access to some large current and refrospective databases that may
concelvably contain all possible citing or cited titles of the source collection,
Technically, this is quite feasible in a well-designed information system. For our study
however, we have manually created ftwo small collections for expérihen+aflon. Coliection CIS
consists of 65 Computer and Information Science (C!S) source documents that were accumulated
during classrocm projects., They were taken from TODS (Transactions on Datezbase Systems), Data
Structure papers of the CACM, and a few others from JACM, JASIS and JDOC, There is no
objective judgment, but the topics are quite heterogenous; hence one can judge the fopical
content without much risk of bias. This collection also has a number of papers that have few
(3 fo 8) references. Collecticn MED consists of the 37 medical papers previcusly studied in
Ckwok75]. It contains papers on two +topical areas (VW: Platelet Functions and Ven
Willebrand's Disease; and PY: Effect of Pyrimido-pyrimidine Derivatives on Platelet Functions)
cbteined by using the clustering procedure of [SCHI71]. Objective relevance judgment as to
the correctness of cluster assignment has been obtained for these papers on the scale of four
as follcws: X (right on the topic), R (related), P (peripheraliy related) and U (unrelated),
Both collections do not have queries. We have used Porter's algorithm [PORT80] as the
standard stemming procedure. The collection characteristics are summarised in Figure 2.

The Guery [ behind a source document x; with c; cited tltles, after indexing will be
represented by (y;1,yiz.. yi+). This is accomplished In two stages: selection and weighting.
tn theory we take all terms in (T u CT); In reallty, because not all cited tities are
relevant, selectlon was done by first forming the twc sets of stems: A' = T u A (unique stems
from the title and abstract) and CT' = T u CT (unique stems from the title and cited titles).
From these the follcwing five disjoint sets were defined:

X : set of overlapping stems (A' n CT'");
CT'., : those {eft in CT' with frequency >= n, where

n = 2 + TRUNCL(c;+1)/CITLIM] with CITLIM = 33;
@ @ those left in A' with frequency >= m, where

m = 3 + TRUNC[ABSTRACT_LEN/ABSL INM] with ABSLIM = 150;

CT' < : remaining stems In CT';

A'

A'tc : remaining stems in A'.

The normz! thresholds for n, m are 2 and 3 respectively. |f the number of references, or the
length cf &bstract equals or exceeds CITLIM or ABSLEN respectively, these ere raised by 1.
They are chosen fairly arbitrarily and serve to suppress ferms that may be included later in

IDX of Equation 3 just because of high term usage. We have selected the terms in
iDX. =CT'  uXuA', (3) .

as the representation of the document. If this set has more than MXIDX=3€ terms, we have also
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raised the value of either n or m by 1 to limit the final number of unigue terms fo MXIDX or
less. This has the effect of normalizing somewhat the length of representations. It is this
investigator's feeling that 30 or so Index terms chosen cerefully should be quite sufficient
for topic descriptions, and that more terms may not be necessarily more effective. It should
be noticed that the terms Tn A'  are only present in the abstract, and not in any of the cited
Titles ot the document in question. However, they appear with sufficient frequency in fthe l
abstract that we felt they should be included. There are however few cf them as the result in
Fig. 3 shows.

For term weighting we have to determine which of the c¢;+1 cited titles are relevant to
document content, This is important and the argument for the best method of identifying them
is an open question. e have used a rather conservative procedure as follows. First 2 set of
kernel terms were picked from the IDX set obtzined earlier. These include all the ferms in
the set X plus all terms In CT', with frequency >= r, where r = 2 + TRUNC[(c;+1)/14]. The
purpose of r is to |imit the kernel terms to the higher frequency ones as the number of titles

. increases, so that later when we select the relevant titles, we would have a more restrictive
procedure, Our policy is to select those titles that contain more than a threshola of These
kernel terms as relevant. However, when these kernel terms are ranked by frequency, they may
heve & Zipfian behaviour with the _lowest ranked term(s) proliferating In many titles, Ue
decided to give & score of 1/2 to these less specific kernel terms and a score of 1 to the
rest. A tifle with z stems would be regarded as relevant If the sum of the score of kernel
terms >= 0.4z, or >= 2.5 (for long titles); i.e. If 40% of the title terms are kernel terns,
or that it has a welght of at least 2.5 kernel terms., All| these arbitrary parameters can be
varied to affect the number of relevant titles to be selected. Once the number (RTi) of
relevant titles have been identified, we can proceed to count the occurrence of each index
term Yy in the set relevant to i, giving us t;y, the title frequency of term k in i, and the
conditional probability p;. Is estimated as:

Pik = Pyik=1/+Rj) = (+1+0.5)/ (RT+1)

For qix = P(yik=1/-R{), we have followed the method suggested in [HARP78] and have To
accunulate all the title stems in the asugmented collection. If the term y;,  appears in ng
titles, then the estimate is:

Gik = (ng=tik*+0.5)/(NpA=RTj+1)

The relevance weight w; of the term yjx in i is then given by Equation (1}. These
fundamental probabilities and frequencles also allow us to evaluate the document-docurment
simiterity v(i,j) as given in Equation (2). Since the use of cifed title terms is uncommcr we
have divided our experimental investigation into three parts, collection characteristics,

indexing term chearacteristics and similzrity measures between deccuments.,

5.1 COLLECTION CHARACTERISTICS
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Figure 2 shows the characteristics of the collections. The augmented collections are
formed by union of &ll sources and thelir cited documents, with each represented by its tTitle
content terrs only. |t can be seen that medical !iterature is comparatively more suitabie for
our approach than CIS papers. Each medical source paper not only cites more (average 23.1
gocuments versus 16.7), each title also averages tonger (6.9 terms versus 5.1). Out of the 6%
CIS papers, 19 have 3 to 8 references (mainly CACM papers}. In contrast only 1 cut of'+he 37
nedical papers has 8 references only. The tight topical content of the medical collection as
agalnst the loose CIS collection can be cbserved from the drop of a total of 838 o 572 unigue
references, In Collection CIS this drops modestly from 1075 to 934.

2.2 INDEX TERM CHARACTERISTICS

Figure 3 shows the term selection statistics for the fwo collections. All numbers are
averaged over the collection sizes. I+ also gives a comparison betweeen our method of
indexing (IDX) and the conventional tItle and abstract (A'= T u A)., As can be seen the size

"of IDX is much more compact, about 40% of that of A'; yet about 70% of IDX overlaps with A',
It is our conjecture that most of the content bearing terms characterizing the documents are
already in IDX, and that the set A'_ .. +though large, may not be Iimportant for contenrt
cescription. (See also comparison with manual terms later). As stated before, the terms in
the set A'_ which are the higher frequency terms in the abstract that do not overlap with the
cited title terms, are few in number.

lle have &lso gathered the manual indexing terms (MAN) for ACM papers in Collection CIS
{only 20 are done so far). These consist of the unique terms of the Compuf?ng Review category
headings, the general terms and the additlonal keywords and phrases that normally accompany
them. Figure 4a shows how the overlaps between the set of meanual indexing terms with IDX as
well as with A' are to be counted. In Figure 4b, the averages are tabulated fcr those
available. As can be seen the overlap counts of IDX with MAN are very similer to that of A’
with MAN. [+ must be indicated that the IDX indexing achieves this with a much smaller set of
terms compared with A'. |f we had used the usual overiap ratio C/(A+B-C), where C is the
number of elements in the intersection of set A with set B, the result wouid be overwhelmingly
in favour of IDX. The results In this table may give us & feel ing of the quality of indexing
with cited titie terms.

In Figure 5 we have also plotted the number of (T u CT) terms es well as |DX terms, both
against c;+1, (T u CT) contains all (unfruncated) uniGue content terms cbfained by merging
all title and cited tiftles. A plot of this against Ci+1 may show how new terms are introduced
within a set of related and relevant titles. |f these titles were unrelated we weould expect &
| inear graph (at least for l|ower values of c;+1 before significant overlep occurs) with slope
about 5.1 and 6.9 for Collection CIS and MED respectively. These are their average unigue
terms per title, see Fig. 2. In effect the experimental points obey a |inear |east square fit

Yy = a t+ bx (with distribution at each point assumed to be Poisson with variance equal *o
observed count) very well. The sliopes of 2.31 (CIS) and 3.37 (MED) ere much smal ler than fer
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unrelated items, and may serve as a measure of the relatedness of the titles.

The other graph on Fig. 5 is a plet of IDX vs c;+1, DX as defined in Equaticn 3 contains
etfects of terms from abstracts and truncation procedures. A linear fit is also applled as
before, but cnly for points that are not fruncated (i.e. excluded are cases where Ci+1 =>
CITLIs, or IDX => MXIDX; these points are shown as & In the graph). The fit also seems tc be
wel!l obeyed. Based on our selectlon process, new terms seems to appear at the rate of less
than 1 per title.

For each document x; we have to select out of the c;+1 titles those considered relevant for
weighting purposes. The procedure outlined earlier was followed and the result tabulated in
Figure 6. As can be seen our procedure Is conservative; less than 75% of the titles are
consicered relevant for weighting purposes.

3.3 DOCUMENT-DOCUMENT SIMILARITY MEASURE

For Collection MED a symmetric similerity measure based on Equation (2) of Sectlon 2 is
also calculated between every pair of documents. Because objective relevance judgment as to
correctness of group assignment is available, we have shown In Fig. 7 the distribution of
similerity nmeasures for pairs of documents both chosen from the same group [R-R curves], and
for pairs chosen from different groups [N-R curves]. For this purpose, 5 papers in Group VW
(leaving 15) and 3 papers in Group PY (leaving 14) were removed from consideration because
vhey vere judged to be U (unrelated) ot P (peripherally related). This results in 196 R-R and
210 N-R measures. For comparison, the cosine similarity meausres were also plotted. Fig. 7a
gives the distribution for cosine based on indexing using A'=(A u T) (the normal titie and
abstract). Fig. 7b also uses cosine, but indexing is based on our IDX. Fig. 7c uses IDX and
our similarity measure v(i,j). There seems to be a significant improvement in the separation
of the R-R and N-R curves when IDX (Flg. 7b) is used instead of A' (Fig.7a). A' generally
uses a diverse set of vccabulary as well as longer abstracts; they lead to small cosine values
even for R-R measures. |DX on the other hand uses a much tighter vocabulary and also the
sizes of representation are smaller; they lead to more higher cosines. This effect is however
more pronounced in the R-R than N=-R, thereby leading to better separation of the curves. Fig.
7c shows the result of our similarity measure (Equaticn 2) on IDX terms. |t is interesting fc
see twe approximately normal distributions, but the average separaticn does not seem tc be as
prenounced as for the cosine of Fig. 7b, but better than for Fig. 7a. |[|f cut-off thresholds
are chosen as shown in the figures tc differentiate similarity from nonsimilarity, then the
number of wroeng assignments are about the same in all 3 cases. Results for Collection CiS are
not yet available.

4. CONCLUSION

The use of cited titie terms for indexing and similerity measures in a protabilistic

context has been investigated using two small collections, and the results have fo be viewed
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with this restriction in mind. For general conclusions, much larger datasbases and much more
experimentation have to be done. Our purpose is to see whether the models and formulae that
we proposed are reasonable or not. The resuits seem to show that our theory and approach are
correct, There seems to be merit in using our IDX indexing procedure and employing cited
+itles, compared with normal indexing from title and abstract. Our similarity measure v(i,J)
(Equation Z) also gives reascnable results, but It does not seem to perform better than the
cosine, as we had hoped. However, our probabilistic approach has more room for improvement,
both in theoretical development and In approximation procedures. |t seems that larger scale

of experimentation Is warranted.

The author would {ike *o thank the students In his Information Retrieval classes,
especially Mr, Shiaw=Tarn Shu, who have helped In creating the databases and part of the

programming.
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RTL RTi/(ci+1)
CIs 11.0 67
MED 16.3 71
Figure 6: Statistics of Relevant Titles Selected
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