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ABSTRACT

This report presents the goals and outcomes of the 2017
Financial Entity Identification and Information Integration
(FEIII) Challenge. We describe the dataset and challenge
task and the protocol to create labeled data. The report
summarizes the process, outcomes and plans for the 2018
Challenge.
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1. MOTIVATION AND INTRODUCTION

The 2016 Financial Entity Identification and Information
Integration (FEIII) Challenge was to develop technologies
to automatically align diverse financial entity identification
schemes and identifiers [3]. This included data from the Fed-
eral Financial Institutions Examination Council (FFIEC),
the Securities and Exchange Commission (SEC), and the
Global Legal Entity Identifier Foundation (GLEIF).

In 2017, we focus on identifying and understanding re-
lationships among financial entities that reflect activities,
e.g., participation within a financial contract, and that have
an impact on the behavior and performance outcomes of
the financial entities. The FEIII 2017 dataset was thus cre-
ated from 10-K and 10-Q filings retrieved from the Securi-
ties and Exchange Commission (SEC) EDGAR website and
additional resources from the National Information Center
(NIC) of the FFIEC. We extracted sentences (context sen-
tences) from the filings that provide evidence for a specific
role / relationship between the filing financial entity and
another mentioned financial entity.

The challenge task was a ranked classification task, to
identify relevant and interesting sentences in the filing that
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provide evidence for a specific relationship, described by a
role keyword, between the filing financial entity and a men-
tioned financial entity. The scored evaluation task was to
identify those sentences that (1) validated the relationship
and / or (2) provided highly relevant and interesting knowl-
edge that further describes financial activities, behavior and
performance outcomes. The FEIII Challenge also required
us to develop protocols appropriate to the financial domain
to generate labeled data.

A total of eight organizations representing academia and
industry in the US, Europe and Asia, generated seventeen
submissions.

The report is organized as follows: Section 2 presents de-
tails of the task, the dataset and the labeling protocol. Sec-
tion 3 summarizes the (self reported) approaches taken by
the participants and the scores. Section 4 discusses lessons
learned and plans for the 2018 challenge.

2. 2017 CHALLENGE DESCRIPTION

2.1 Dataset

The dataset was drawn from the filings of 25+ holding
companies with assets exceeding US $ 10 Billion that have
provided a resolution plan (Living Will). Using IBM System-
T tools [1, 2], we extracted the following triples from SEC
10-K and 10-Q filings:

e Filing Entity (FE): The text string containing the name
of the filing entity.

e Mentioned Entity (ME): The text string containing the
name of the mentioned entity.

e Role keyword: A keyword that represents the relation-
ship between the filing entity and the mentioned entity.

We also captured contextual text — in particular, three
context sentences — around the ME reference and Role key-
word. The context sentences provide evidence of the rela-
tionship. In addition, these sentences may provide highly
relevant information about financial activities, behavior and
performance outcomes. In addition to the triples and three
context sentences, we shared identifier data (LEI, CIK, RSSD
ID lists) as well as relationship information, e.g., from NIC,
and corresponding metadata.



Dataset | Count of filings | Count of triples
Training | 25 975

Test 26 900

Working | (536 + 25) (8622 + 975)
Total 587 10497

Table 1: Data Summary Statistics.

Role Count of triples
affiliate 129
agent 40
counterparty | 108
guarantor 28
insurer 47
issuer 98
seller 49
servicer 57
trustee 304
underwriter 40
Total 900

Table 2: Distribution of Testing Dataset Triples over
Roles.

Table 1 provides summary statistics for the dataset and
Table 2 provides a distribution of the triples of the testing
dataset over the roles.

2.2 Task and Labeling Protocol

Recall that our challenge task was to identify those sen-
tences that (1) validated the relationship and / or (2) pro-
vided highly relevant and interesting knowledge that further
describes financial activities, behavior and performance out-
comes.

Our protocol for labeling triples, and the corresponding
three context sentences, from the training dataset, was fairly
informal and involved two experts. We developed a more
robust protocol for labeling of the test dataset as follows:
1. Each set of three context sentences was reviewed by three
student labelers. They chose a rating for the triple and
context sentences from the following set: Highly Relevant
[H]; Relevant [R]; Neutral [N]; Irrelevant [I]. 2. The labelers
also determined if the three context sentences validated the
triple. 3. Those triples and sentences that did not have high
inter-annotator agreement for the rating, but received at
least one [H] rating, was examined by an expert who made
a judgement on the rating. 4. Those triples and sentences
that received a rating of [H] or [R] but did not have high
inter-annotator agreement for the validation was examined
by a second expert who made a judgement on the validation.

We provided the following guidelines to the student label-
ers and the experts for rating the triple and the correspond-
ing three context sentences:

e Highly Relevant [H]: One group of highly relevant sen-

tences will identify potential sources of significant (large)

expenses and /or significant business opportunities. Ex-
amples of the source of the expenses or opportunities
include litigation, spin-offs, acquisitions, etc. Most of
these sentences describe a change from the status quo
or current situation. Another group of highly rele-
vant sentence will identify corporate character, e.g.,

Label Count of triples
Highly Relevant [H] | 285
Relevant [R] 225
Neutral [N] 268
Irrelevant [I] 52
Ambiguous 145
Total 975

Table 3: Distribution of Training Dataset Triples
over Labels.

the compensation of senior executives or commentary
about business activities.

e Relevant [R]: One group of relevant sentences will iden-
tify existing assets, liabilities, revenues, or expenses.
They may be very specific, e.g., interest rate expenses.
Another group of relevant sentences will also identify
the size and nature of current business activities, e.g.,
retail division, underwriting, investment banking, etc.

e Neutral [N]: These sentences may describe the type of
business activity, the location of some business entity
or activity. They are informative sentences but convey
less information value compared to the highly relevant
or relevant sentences.

e Irrelevant [I]: This is boilerplate text that is not infor-
mative.

Note: It was often difficult to differentiate highly relevant
and relevant sentences.

Table 3 provides a distribution of the training dataset
triples (and context sentences) over the four labels. We did
not consider validation for the training dataset due to time
limitations. Table 4 provides a distribution of the testing
dataset triples over the six labels; we get six labels when we
consider both the rating of the triples and sentences and the
validation of the triple by the sentences.

We note that during the labeling of the test dataset, we
realized that the ratings of the triples and context sentences
were not always aligned or correlated with the validation of
the triples. A significant percentage of the highly relevant
sentences did not unfortunately validate the triple. We will
discuss this in a later section.

Table 5 provides details of the relevance values associated
with the following six labels: H+V; H; R+V; R; N; L.

e Sentences that received a highly relevant rating and
validated the triple received the highest relevance value.

e The labeled training data did not include labels [H+V]
or [R+V], and did not provide training data to differ-
entiate between (highly relevant or relevant) sentences
that did / did not validate the triple. Thus, we also
gave a high relevance value to triples and sentences
rated [H].

We considered multiple combinations of relevance values
and we report on gty through gts as well as (gt1 500) which
only considers the Top 500 scores.



Label Count of triples
Highly Relevant and Validating [H+V] | 149

Highly Relevant [H] 160

Relevant and Validating [R+V] 215

Relevant [R] 154

Neutral [N] 142

Irrelevant [I] 80

Total 900

Table 4: Distribution of Testing Dataset Triples over
Labels.

gt gt gts gtsa gts
Highly Relevant / Valid [H+V] | 4 4 4 4 4
Highly Relevant [H] 3 3 0 3 0
Relevant / Valid [R+V] 0 2 0 35 3
Relevant [R] 0 2 0 0 0
Neutral [N] 0 1 0 0 0
Irrelevant [I] 0 0 0 0 0

Table 5: Relevance Scores for Labeled Ground Truth
Triples.

3. SOLUTION APPROACHES

A total of eight organizations representing academia and
industry in the US, Europe and Asia, generated seventeen
submissions [4, 5, 6, 7, 8, 9, 10]. We briefly summarize the
highlights.

e P1 (corporate): The team determined the differen-
tial affinity of keywords in the context sentences to
each of the roles, and computed the cumulative rele-
vance over all keywords.

e P2 (corporate): Made extensive use of a proprietary
database of financial entity identifiers to match entity
mentions in the triples and context sentences.

e P3 - P10 (academic): This team explored a combi-
nation of features including a Bag-of-words that was
used to extract N-grams and a deep-learning based
word embedding model. They also exploited inter-
annotator agreement (Cohen’s Kappa) to select or dis-
card labels.

e P11, P17 (corporate): Addressed the original task
of identifying sentences that validated the triple. Iden-
tified multiple scenarios where there is partial valida-
tion of the triple or where the triple is in fact, ambigu-
ous or incorrect. Specified rules using regular expres-
sions and text features to encode invalid scenarios.

e P12 (corporate): This participant made extensive
use of (proprietary) databases, knowledge graphs, and
text extraction utilities.

e P13, P14 (academic): This participant used a deep-
learning based word embedding model. They made
good use of the unlabeled data and they constructed
a classifier for each role.

e P15 (corporate): This participant used a syntactic
and semantic parser and obtained a range of linguistic
features (POS tagging, subject and object modifiers,

gty gty gto gts gty gts
500

Min 0.71 0.34 0.88 0.62 0.86 0.76

Max 0.92 082 096 0.79 0.94 0.86

Mean | 0.82 0.62 0.93 0.70 0.90 0.81

Table 6: Minimum, Maximum and Mean values for
Normalized Discounted Cumulative Gain for Differ-
ent Ground Truth Relevance Scores.

[ Role | Min Max Mean |
affiliate 0.50 0.72 0.59
agent 0.53 0.89 0.71

counterparty | 0.70 0.90 0.82
guarantor 0.63 090 0.72

insurer 0.73 0.96 0.82
issuer 0.69 0.88 0.76
seller 0.59 094 0.76
servicer 0.77 094 0.84
trustee 0.68 0.81 0.74
underwriter 0.48 0.76 0.60
overall 0.69 0.79 0.74

Table 7: Minimum, Maximum and Mean values
for Normalized Discounted Cumulative Gain with
Ground Truth gts for Different Roles.

etc.). Specialized text extraction utilities were also
customized for the financial domain.

e P16 (academic): This participant used an external
resource to determine concept probabilities for con-
text sentences. Highly relevant sentences appeared to
be associated with more concepts. They also used a
deep-learning based word embedding model. They fur-
ther studied the differences between the first and last
context sentence.

Table 6 reports on the minimum, maximum and mean
Normalized Discounted Cumulative Gain (NDCG) scores,
over all triples/roles, for the various combinations of rele-
vance values (see Table 5), over all seventeen submissions.
We note that the NDCG is generally pretty high; this re-
flects the large count of [H4V], [H] and [R+V] triples and
context sentences in the dataset.

Table 7 reports on the minimum, maximum and mean
NDCG scores for each role. We report on gts since it has a
focus on validation and gives relevance values to [H+V] and
[R+V] but not to [H]. We make the following observations:

e Some roles and relationships appear to be more clearly
described within the context sentences. For example,
the roles counterparty, insurer and servicer appear to
yield higher NDCG scores. We note that there are a
smaller count of triples for the roles insurer and ser-
vicer, in the dataset. It is possible that such infrequent
roles are more clearly understood.

e Other roles, e.g., trustee and affiliate, appear to be
more complex, and the corresponding relationships may
not be well described within the context sentences;
they appear to yield lower NDCG scores.



4. LESSONS LEARNED, IMPACT AND FU-
TURE PLANS

The lessons learned focus on the orthogonality of the rat-
ing of the triples and context sentences versus the validation
of the triple by the context sentences. Our initial hypothesis
was that a sentence that contains highly relevant financial
knowledge will have a high(er) probability of validating a
triple. We were somewhat surprised to find that the con-
verse also was true, i.e., a sentence that validated a triple
had a high(er) probability of containing highly relevant fi-
nancial knowledge.

Despite all of these (positive) observations and correla-
tions, the ratings of the triples and context sentences were
not always aligned or correlated with the validation of the
triples. A significant percentage of the highly relevant sen-
tences did not unfortunately validate the triple.

We briefly summarize the following scenarios where highly
relevant sentences failed to validate the triple:

e A common case was that the role was correctly asso-
ciated with the mentioned entity. However, the sen-
tences did not fully validate that the relationship was
with the filing entity. They also did not invalidate the
relationship.

e In some cases, the role was correctly associated with
the mentioned entity, but the sentences showed that
the relationship was with a different mentioned entity
and not with the filing entity. Here the context sen-
tences definitely invalidated the triple.

e The role was incorrectly associated with a mentioned
entity, i.e., the triple was not constructed correctly.

e There were several cases where the mentioned entity
was identical to the filing entity; this was almost always
associated with an error in constructing the triple.

e As mentioned earlier, ambiguous or complex financial
roles, e..g, trustee or affiliate, more easily lead to a lack
of validation.

e Long and complex context sentences often covered mul-
tiple relationships. They may also have been incom-
plete or lacking in detail about some relationships,
making it difficult to fully validate a triple.

FEIII 2018 will continue the challenge of sentence ranking
and triple validation. We will expand on the 2017 Challenge
as follows:

e Identifying context sentences that provide significant
details to embellish the relationship.

e Identifying and resolving the identical relationship in-
stance across the dataset.

e Inferring new knowledge from multiple triples and con-
text sentences.
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