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ABSTRACT
The volume of natural language text data has been rapidly
increasing over the past two decades, due to factors such
as the growth of the Web, the low cost associated to pub-
lishing and the progress on the digitization of printed texts.
This growth combined with the proliferation of natural lan-
guage systems for search and retrieving information provides
tremendous opportunities for studying some of the areas
where database systems and natural language processing
systems overlap. This tutorial explores two more relevant
areas of overlap to the database community: (1) managing
natural language text data in a relational database, and (2)
developing natural language interfaces to databases. The
tutorial presents state-of-the-art methods, related systems,
research opportunities and challenges covering both areas.

1. MOTIVATION AND OVERVIEW
“If we are to satisfy the needs of casual users of data

bases, we must break through the barriers that presently
prevent these users from freely employing their native lan-
guages” [17]. Codd made those comments when relational
databases were just taking off and machine resources were
too limited to process natural language queries and text. To-
day natural languages play a much bigger role in our daily
interactions with machines and we have a larger set of re-
sources at our disposal, in terms of the processing power
and public data sets and knowledge bases (e.g. Wikipedia,
Yago), to build and train our models; furthermore there is a
growing number of tools that can help with processing text,
ranging from part-of-speech taggers, syntactic parsers, se-
mantic role labeling tools, etc. The success of Watson [23]
at Jeopardy has further ignited the interest in natural lan-
guage text. This development has two implications as far
as database research is concerned. First, we are amassing
natural language text in sizes that we have not seen before
and the sheer volume of information encoded in text and its
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relationships to data in our relational databases is too great
to be ignored. Second, there is a huge opportunity to push
database systems more in the direction of realizing Codd’s
vision of “rendezvous”. This tutorial reviews the state-of-
the-art methods, recent progress, research opportunities and
challenges in two interrelated and timely topics of building
natural language interfaces to databases and managing nat-
ural language text. The intended length of the tutorial is 3
hours.

2. MANAGING NATURAL LANGUAGE TEXT
DATA

Natural language text may not be the best medium for
expressing facts and describing relationships but the truth
of the fact is that much of human knowledge and everyday
information is written and communicated in natural lan-
guage text. Traditionally this data has been stored out-
side databases and processed using natural language pro-
cessing tools, in isolation from other data sources. There
are many scenarios where natural language text co-exists
and is queried with more structured data. Here are some
scenarios.

• We have a collection of medical articles and want to
find treatments for a disease and their success rates as
reported in those articles.

• We are given the health records of a set of patients
who have gone under a surgery and want to find post-
operative complications as reported in the patient records.

• We have a few candidates running in a federal election
and want to gauge the degree of support they are get-
ting in social media (e.g. Twitter) and the contexts in
which their names are mentioned.

• We are reporting products that satisfy some user needs
and want to include some statistics or analysis of the
sentiments on each product from its reviews.

A unifying theme in all these scenarios is that (1) text
sources are queried and analyzed in granularities smaller
than a document, and (2) text sources are queried in con-
junction with more structured data which may be available
either as meta-data of the same text sources (e.g. the poster
of a tweet, the date it is posted, the user who retweeted it,
etc.) or from different sources (e.g. the names of candi-
dates and their parties). There is a large range of applica-
tions with the same or similar data requirements that can
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benefit from a possible integrated solution. In general, IR
approaches are less useful when text is queried in small gran-
ularities such as a sentence or joined with structured data,
hence a viable choice is to store natural language text in a
relational database. The latter choice offers some benefits in
terms of opportunities for query optimization and efficient
query processing as well as allowing easier development of
more complex applications. However there are two major
challenges that hinder this development: (1) querying natu-
ral language text, (2) transforming natural language text to
a format that can be easily queried, aggregated and joined
with other sources. Other challenges that arise in both cases
include variations in entity naming and referencing and dif-
ferences due to synonyms and paraphrasing, text formatting,
misspelling, etc. Despite these challenges, there have been
major progress in both areas.We will review the progress
made in those areas and also discuss some of the challenges.

2.1 Querying natural language text
Natural language text has a grammar, and the grammar of

a sentence can be treated as a schema with the facts and rela-
tionships expressed in the sentence as instances, very much
similar to schemas and instances in a relational database.
This view of text allows many database concepts to be ap-
plied to documents in natural language text. We will re-
view the relevant literature on text-pattern and tree-pattern
queries [40, 39, 16, 11, 48] and some of the index structures
that are applicable [7, 15, 6]. Two challenges here are (1)
the presence of rewriting or paraphrasing relationships be-
tween text patterns [34, 49], and (2) the uncertainty asso-
ciated with schema and data values [8]. We will review the
progress made and some of the challenges.

If we treat natural language text as simply text, gen-
eral approaches for querying text databases can be applied.
These approaches range from simple keyword queries to ap-
proaches that use the document structure. A related line of
research is the work inspired by the Oxford English Dictio-
nary (OED) which resulted in some data models and lan-
guages for querying the grammar-based structure of docu-
ments [24, 43]. Recent related work includes the approaches
on integrating text and relational data, which can be di-
vided into tight integration and loose integration. Chu et
al. [14] present a tight integration approach that incremen-
tally queries the structure in text, and as more queries are
processed, more structure is extracted, allowing a richer set
of queries. There has been more studies on a loose inte-
gration of text and relational data where text sources are
managed by a text search engine and are joined with rela-
tional data at the query time. Under a loose integration
scheme, different probing strategies are studied and various
cost models and query processing and optimization tech-
niques are developed [12, 2, 26, 1]. A typical workload is
entity extraction where a set of entities is stored in a re-
lational database, and the goal is to efficiently retrieve the
mentions of those entities in a set of documents [2]. This
line of work on text can be directly applied to natural lan-
guage text; however, natural language text has a structure
(as discussed in this and next subsections) and offers more
opportunities for querying and query processing. We will
review this line of work in the context of some of those op-
portunities and challenges.

2.2 Transforming natural language text
Natural language text may be transformed into a for-

mal meaning representation language with more powerful
querying capabilities. The development in this area, even
though not that old, has been very promising. In a pio-
neering work, Moldovan et al. [36, 20] map natural language
text to logic forms and axioms. Based on this mapping,
the authors develop tools which are successfully employed in
a Question Answering (QA) system deployed by Language
Computer Corporation (LDC) 1. With recent development
around knowledge graphs and RDF, there has been more
progress in translating natural language utterances to pred-
icates in Freebase [28, 10], Yago2 [50] and RDF [18]. These
translation tools, better known as semantic parsers, use a
combination of techniques (such as manual rules [50], dis-
tant supervision [28], schema matching [10], datasets such
as Web text and knowledge base [5], etc.) and have been
deployed in different domains such as mapping user queries
in English or bag of words to knowledge base queries [41]
and translation of open domain database queries [25].

The database community has been contributing to this
line of research in the areas of querying (e.g. [37]), improv-
ing (e.g. [13]), expanding (e.g. [38]) and accelerating the
construction of (e.g. [45]) knowledge bases that may be con-
structed from natural language text sources. For example,
Chen and Wang [13] present a probabilistic approach to infer
the missing values, and Nakashole et al. [38] report a system
that can harvest high quality knowledge from natural lan-
guage text sources. We will review the recent progress in this
area, some of the data management challenges and contri-
butions, and the research opportunities we see the database
community can contribute.

3. DEVELOPING NATURAL LANGUAGE IN-
TERFACES TO DATABASES

Natural language interfaces have been regarded as the
holy grail for query interface to databases. An ideal nat-
ural language interface to databases (NLIDB) enables users
to pose arbitrarily complex ad-hoc queries against databases
and obtain precise information back with minimal effort. It
requires no knowledge of any formal query language, database
schema, or the exact terminology of the underlying data.
Not surprisingly, the emerging democratization of data makes
NLIDBs even more appealing than before. However, de-
spite years of research efforts, NLIDB largely remains an
open research question. Two major open challenges hinder
the wide adaption of NLIDBs: (1) natural language under-
standing; and (2) query translation. We survey the advance-
ments in addressing these research challenges and discuss no-
table examples developed since 2000, such as PRECISE [35],
GeoDialogue [9], NaLIX [33, 32]/DaNaLIX [22], NaLIR [30,
31], NLPQC [46], NL2CM [3], and ATHANA [42], including
some discussed in [21].

3.1 Natural language understanding
Natural language understanding refers to the capability

of parsing a natural language query, usually in the form of
one single natural language sentence, into a data structure
that represents the syntactical and/or semantic structure of
the query. Natural language understanding is the founda-
tion of any NLIDB system. Unfortunately, generic natural
1http://www.languagecomputer.com
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language understanding remains an open research question
by itself. Moreover, parsers used by NLIDBs are usually
trained with open-domain news corpus, while the typical
queries in NLIDBs are domain-specific questions. As a re-
sult, parsers tend to make mistakes when parsing natural
language queries and cause issues for the subsequent oper-
ations in NLIDBs. We identify two dimensions that dis-
tinguish different approaches towards NLIDB, in terms of
natural language understanding: scope of natural language
support and parser error handling.

3.1.1 Scope of natural language support
The scope of a NLIDB may be characterized in terms of

the types of natural language queries it supports.
Ad-hoc Natural Language Queries An ideal NLIDB
system should support ad-hoc natural language queries. Not
surprisingly, some NLIDBs (such as NaLIR [30], [4]) aim
to support ad-hoc natural language queries. Unfortunately,
parsing ad-hoc natural language queries remains an open
problem. As such, NLIDBs supporting ad-hoc natural lan-
guage queries have to heavily rely on parser error handling.
Controlled Natural Language Queries In practice,
NLIDB systems often limit their scope of natural language
support to reduce potential parser errors. For instance,
PRECISE [35] defines the notion of semantic tractability
and identifies a subset of natural language queries that can
be precisely translated into SQL. NaLIX [33, 32] limits nat-
ural language queries to a controlled subset based on a pre-
defined grammar. Similarly, NLPQC [46] accepts queries
based on a domain-specific template. We will discuss how
such systems overcome the two common major challenges of
(1) ensuring the expressiveness of the controlled language,
and (2) helping users to understand and learn and to effec-
tively use the controlled language.

The scope of a NLIDB may also be characterized based
on whether it is stateless or stateful (i.e. conversational).
Conversational An ideal NLIDB should be conversational.
In another word, it should allow users to ask follow-up ques-
tions based on previous queries and provide appropriate an-
swers based on the context. Notable example of conversa-
tional NLIDB include GeoDialogue [9] and NaLIX [33], and
more recently [19].
Stateless Most existing NLIDBs are stateless. In a state-
less NLIDB, queries are handled independently from each
other. However, even in a stateless NLIDB, prior queries
may still be used to improve the NLIDB (e.g. improve parser
error handling). In addition, the style of user interaction
of a stateless NLIDB may also appear to be conversational
(e.g.ANNESAH [44]).

3.1.2 Parser error handling
Most work on NLIDB [27, 3] directly leverage existing

work on natural language understanding and ignore poten-
tial parsing errors with a few notable exceptions.
Auto-Correction One approach is to automatically detect
and correct parse errors before query translation. We will
discuss how some of the NLIDBs (e.g. PRECISE [35] and
DaNaLIX [22]) remedy this issue by detecting certain types
of parser errors (e.g. based on external semantic informa-
tion) and correct them automatically.
Interactive Correction Another common approach is to
leverage user interaction and correct parser errors in an
interactive fashion. We will discuss the two common ap-

proaches towards interactive correction: (1) Query reformu-
lation, where users are asked to reissue the current query
into one that can be correctly handled by the parser (e.g.
NaLIX [33, 32]); and (2) Parse tree correction, where users
are asked to correct parser errors so that the current query
can be correctly understood by the system (e.g. NaLIR [30]).

3.2 Query translation
Query translation is the process of translating a parsed

natural language query into a correct formal query against
the underlying database. It is part of most NLIDBs, and
the major challenges here are bridging the gap between the
parsed queries and the underlying data and generating for-
mal queries.

3.2.1 Bridging the Semantic Gap
One important challenge facing NILDBs is to bridge the

gap between the user queries and the underlying data. Fur-
thermore, users of a NLIDB typically have no precise knowl-
edge of the underlying data. As a result, there often exists
a mismatch between a user query and the underlying data.
We will review different approaches towards bridging the
gap, from simple synonym expansion [29] to carefully de-
signed conversational UIs (e.g. [44]).

3.2.2 Query Construction
The construction of queries in a formal language from nat-

ural language queries can be done via machine learning [47,
4] or by constructing formal queries from parsed queries,
potentially after resolving ambiguity and augmenting with
additional information (e.g. [3, 42]). We will examines both
approaches in our tutorial.

3.3 Relationships to question answering
Both NLIDBs and Question Answer (QA) systems take as

input a question formulated in natural language and must
interpret the question in order to answer it correctly. There
are key difference between them: (1) the underlying data of
NLIDBs is structured or semi-structured, while that of QA
systems is unstructured; and (2) the queries supported by
NLIDBs are typically much more expressive than those sup-
ported by QA systems. We will discuss the similarities and
differences between them and outline challenges to synergy
the two.

4. OPEN CHALLENGES AND OPPORTU-
NITIES

Further to some of the challenges and opportunities listed
throughout this proposal, there are two major open research
challenges on natural language data management and inter-
faces that are relevant to the database community.
Mobile Natural Language Data Management With
the ubiquity of smart mobile devices, the scale and com-
plexity of natural language data is growing fast, while the
needs for conversational, situation-aware NLIDBs has never
been stronger; this brings new challenges in natural language
data management.
Unified Data Management Data in the real world are
often mixtures of structured, semi-structured and unstruc-
tured data. To manage such data effectively, one major
challenge is to build data management systems support-
ing heterogeneous data models, ranging from less-structured
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data such as natural languages text to more-structured re-
lational data. Another interesting opportunity is to build a
NL interface for such a data management system by bringing
techniques for NLIDBs and QA systems together and lever-
age information from both structured data and unstructured
text to provide answers that are not possible before using
one single type of data alone. Watson [23] is a successful
example for such a system, but building such a system for
arbitrary domains remains an open question.

To summarize, this tutorial overviews a multitude of prob-
lems in natural language data management and interfaces to
DB, and discusses relevant, state-of-the-art techniques. It is
our hope that this tutorial highlights some of the challenges
ahead while helping researchers, data management develop-
ers and architects, as well as corporate stakeholders gain
insight and better contribute to the field.

5. INTENDED AUDIENCE
This tutorial is intended for a wide scope of audience, in-

cluding both database researchers and developers working
on various topics from knowledge base creation and query-
ing, data integration, query interfaces, and database appli-
cations. By learning the challenges, current solutions and
future directions related to managing natural language data
management and interfaces, these researchers and develop-
ers can better utilize their expertise and contribute to build-
ing better systems to address these challenges. This tutorial
is also intended to benefit researchers and developers who
are new to the topic, and help them quickly gain a compre-
hensive picture of the field.
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