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ABSTRACT
One of the crucial requirements before consuming datasets
for any application is to understand the dataset at hand and
its metadata. The process of metadata discovery is known
as data profiling. Profiling activities range from ad-hoc ap-
proaches, such as eye-balling random subsets of the data
or formulating aggregation queries, to systematic inference
of structural information and statistics of a dataset using
dedicated profiling tools. In this tutorial, we highlight the
importance of data profiling as part of any data-related use-
case, and we discuss the area of data profiling by classify-
ing data profiling tasks and reviewing the state-of-the-art
data profiling systems and techniques. In particular, we dis-
cuss hard problems in data profiling, such as algorithms for
dependency discovery and profiling algorithms for dynamic
data and streams. We also pay special attention to visual-
izing and interpreting the results of data profiling. We con-
clude with directions for future research in the area of data
profiling. This tutorial is based on our survey on profiling
relational data [2].

1. INTRODUCTION
We can safely assume that most computer or data scien-

tists have engaged in the activity of data profiling, at least
by “eye-balling” spreadsheets, database tables, XML files,
etc. More advanced techniques may have been used, such
as keyword-searching in datasets, writing structured queries,
or even using dedicated data profiling tools. Data profiling
is the set of activities and processes to determine the meta-
data about a given dataset. Among the simpler results are
per-column statistics, such as the number of null values and
distinct values in a column, its data type, or the most fre-
quent patterns of its data values. Metadata that are more
difficult to compute involve multiple columns, such as inclu-
sion, functional and order dependencies.

Traditional use cases of data profiling include data ex-
ploration, data cleansing, and data integration. Statistics
about data are also useful in query optimization. Addi-
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tionally, domain-specific use cases have emerged in scientific
data management and big data analytics. In particular, “big
data”, with their high volume, high velocity, and high vari-
ety [26], are data that cannot be managed with traditional
techniques. Fetching, storing, querying, and integrating big
data is expensive, despite many modern technologies. Thus,
data profiling gains a new importance. For instance, be-
fore exposing an infrastructure to the Twitter firehose, it
might be worthwhile to find out the properties of the data
one is receiving; before downloading significant parts of the
linked data cloud, some prior sense of the integration effort
is needed; before augmenting a warehouse with text min-
ing results, an understanding of data quality is required. In
general, many big data and related data science scenarios
call for data mining and machine learning techniques to ex-
plore and mine data. Again, data profiling is an important
preparatory task to determine which data to mine, how to
import data into various tools, and how to interpret the re-
sults [31].

Leading researchers have noted that “if we just have a
bunch of datasets in a repository, it is unlikely anyone will
ever be able to find, let alone reuse, any of this data. With
adequate metadata, there is some hope, but even so, chal-
lenges will remain[. . . ].” [7] Data profiling addresses pre-
cisely this problem and faces three challenges:

1. Managing the input

2. Performing the computation

3. Managing the output

Apart from typical data formatting issues, the first challenge
includes the problem of specifying the expected outcome,
i.e., determining which profiling tasks to execute on which
parts of the data. In fact, many tools require a precise speci-
fication of what to inspect. Other approaches are more open
and perform a wider range of tasks, discovering all metadata
automatically.

Data profiling tools and algorithms have tackled these
challenges in different ways. Many rely on the capabilities
of the underlying DBMS, as many profiling tasks can be ex-
pressed as SQL queries. Others have developed innovative
ways to handle the individual challenges, for instance using
indexing schemes, parallel processing, and reusing interme-
diate results. Several methods have been proposed that de-
liver only approximate results for various profiling tasks, for
instance by profiling samples. Finally, users may be asked
to narrow down the discovery process to certain columns or
tables. For instance, there are tools that verify inclusion de-
pendencies on user-suggested pairs of columns, but cannot
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Figure 1: A classification of traditional data profiling
tasks [2].

automatically check inclusion between all pairs of columns
or column sets.

This tutorial is based on our survey on data profiling [2].
We discuss data profiling use cases, present a classification
of data profiling tasks (summarized in Figure 1), and focus
on the second and third challenges from the above list (per-
forming the computation, and managing and interpreting
the output). The computational complexity of data profiling
algorithms depends on the number or rows, with a sort be-
ing a typical operation, but also on the number of columns.
Many tasks need to inspect all column combinations, i.e.,
they are exponential in the number of columns. In addi-
tion, the scalability of data profiling methods is important,
as the ever-growing data volumes demand disk-based and
distributed processing. Furthermore, any discovered meta-
data refer only to the given data instance and cannot be used
to derive schematic/semantic properties with certainty, such
as value domains, primary keys, or foreign key relationships.
Thus, profiling results need interpretation, which is usually
performed by database and domain experts.

A typical informal workflow for data profiling techniques
is shown in Figure 2. Starting from a set of unfamiliar
datasets, often referred to as a data lake, initial data pro-
filing steps can help explore the data and possibly identify
relevant datasets. The profiling tasks applied here are usu-
ally of linear complexity to cope with the very large volumes
in typical data lakes. Further and more complex profiling

tasks support users such as data scientists, who want to
understand and assess the quality of the smaller selected
datasets. After appropriate cleansing and transformation
steps, which are mentioned but not covered by our tutorial,
specific data profiling techniques can be used to support var-
ious use cases, such as improving query optimization, and
generating integrity constraints.

2. TUTORIAL OUTLINE
In this section, we present the structure of this 1.5 hour tu-

torial, outlining the scope and depth of each subtopic. The
work presented here is an extension of our previous tuto-
rial [3], which focused on algorithms, especially those for
dependency discovery. This tutorial includes algorithmic
content, but also focuses on the equally important prob-
lem of visualizing and interpreting the results of data pro-
filing. This aspect includes human-in-the-loop techniques,
schema visualization, and ranking the discovered dependen-
cies and candidate keys according to some measures of inter-
estingness or informativeness. We also include new results,
such as algorithms for discovering order dependencies [27,34]
and systems for finding interesting datasets in very large
databases via profiling [18].

2.1 Motivation and current profiling systems
We motivate the problem of data profiling with real life

scenarios from data integration, data exploration, and data
management. In particular, we present a definition that
separates data profiling as such from data mining and data
exploration. Furthermore, we discuss the capability of state-
of-the-art data profiling tools from industry and research [4,
13, 17, 20, 23, 28, 32]. Because data profiling is such an im-
portant capability for many data management tasks, there
are various commercial data profiling tools. In many cases,
they are a part of a data quality / data cleansing tool suite,
to support the use case of profiling for frequent patterns
or rules and then cleaning those records that violate them.
In addition, most Extract-Transform-Load tools have some
profiling capabilities.

In the research literature, data profiling tools are often
embedded in data cleaning systems. For example, the Bell-
man [17] data quality browser supports column analysis (count-
ing the number of rows, distinct values, and NULL values,
finding the most frequently occurring values, etc.), and key
detection (up to four columns). Furthermore, an interest-
ing application of Bellman was to profile the evolution of
a database using value distributions and correlations [16]:
which tables change over time and in what ways (insertions,
deletions, modifications), and which groups of tables tend
to change in the same way. The Potters Wheel tool [32] also
supports column analysis, in particular, detecting data types
and syntactic structures/patterns. We discuss the pros and
cons of these and other related systems, and identify easier
and more challenging profiling tasks.

2.2 Classification of profiling tasks
We then categorize data profiling tasks as shown in Fig-

ure 1. We classified the tasks according to their dimensional
complexity. Single column profiling refers to the analysis of
values in a single column, and ranges from simple counts
and aggregation functions to distribution analysis and dis-
covery of patterns and data types. Multi-column profiling
is the set of activities that can be applied to a single col-
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Figure 2: Typical steps during of a data profiling workflow.

umn but allows for the analysis of inter-value dependencies
across columns, resulting in association rules, clustering, and
outlier detection. Finally, we describe the class of meta-data
that constitute dependencies describing relationships among
columns of a single table, such as keys and functional de-
pendencies, and relationships across multiple tables, such
as foreign keys and inclusion dependencies [2]. We address
relevant concepts, such as partial dependencies and approx-
imate solutions, before we discuss the challenging aspects of
dependency discovery.

2.3 Single- and multi-column analysis
We begin our discussion of data profiling algorithms with

those for single and multi column analysis. We overview dis-
tribution and outlier analysis, data summaries, sketches and
signatures, pattern discovery, characterizing missing and de-
fault values, as well as clustering and association analysis
over multiple columns.

2.4 Dependency discovery
We then zoom in on dependency discovery, and give an

in-depth technical description of strategies that tackle the
exponential complexity of dependency discovery tasks. An
important concept to discuss here is the concept of “mini-
mality” that reduces the result set of a dependency discov-
ery task to only non-redundant dependencies. In particu-
lar, we discuss traditional apriori-based approaches [11, 24]
for pruning the search space of attribute combinations and
present new algorithms [5,6,22,29] that significantly outper-
form traditional approaches through improved pruning tech-
niques. Here we categorize existing algorithms into two ma-
jor classes: row-based and column-based algorithms. Row-
based algorithms process the set of candidate dependen-
cies row by row and check which dependencies still hold.
Column-based approaches generate candidate dependencies
of a certain size (i.e., a certain number of columns), validate
them through scanning the whole database, and then gen-
erate a new candidate set by expanding current candidates
with more columns.

We further explore the area of dependency discovery by
revisiting variations of dependencies and algorithms. In par-
ticular, we address approximate algorithms that discover de-
pendencies that may not hold on the entire dataset. Those
are discovered using sampling [25] or summarization tech-
niques [15]. The benefit of approximate solutions is that
they often are significantly faster to compute than exact ap-
proaches, yet they can be used in many scenarios where in-

accuracies are tolerated, e.g., in dirty datasets where glitches
are expected. Furthermore, we address conditional depen-
dency discovery, whose goal is to identify dependencies as
well as conditions which specify subsets of the data where
the given dependency holds [10,12].

Finally, in addition to “classical” dependencies, such as
functional and inclusion dependencies, we discuss discover-
ing other types of dependencies that are relevant to data
profiling. These include order dependencies [35], denial con-
straints [14], differential dependencies [33], sequential depen-
dencies [19], and temporal rules [1].

2.5 Exploratory profiling and result interpre-
tation

Previous research on profiling, such as dependency dis-
covery, focused on the design of algorithms that can tame
the complexity of the search space. Recent efforts try to
organize the generated metadata for specific use cases. In
this tutorial, we will discuss new approaches for visualizing
and ranking the results of data profiling, such as the dis-
covered functional dependencies and candidate keys. For
instance, Andritsos et al. rank FDs used for normalization
by the entropy of their attribute sets: The more duplication
an FD removes, the “better” it is [8]. Novel FD discovery
approaches also benefit from these insights by pruning the
search space accordingly [30]. Finally, Figure 3 shows our
own rendering of a large FD set.

Furthermore, we will discuss recent systems that use ef-
ficient profiling techniques for data discovery. For exam-
ple, the Data Civilizer system leverages profiling signatures
to obtain a metadata graph that enables the discovery of
datasets that are related, similar, or joinable [18]. Another
project that leverages metadata to improve the data dis-
covery process is the GOODs project [21]. This system
extracts and aggregates metadata to identify similar or re-
lated datasets. GOODs manages and discovers different cat-
egories of metadata, from basic metadata that encompass
data size, format, and aliases over user-supplied annotations,
to temporal and provenance related metadata. A similar
open-source project for managing data and metadata is At-
las [9], which provides data visualization and browsing as
part of a Hadoop framework. In all three systems, scalable
profiling and metadata management are critical to enable
an interactive data browsing and discovery experience.
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Figure 3: A sunburst diagram of many FDs. The
central circle represents a dependent attribute and
the rays represent various referencing attribute sets.

2.6 Open problems and directions for future
research in data profiling

Recent trends in data management have led to new chal-
lenges but also new opportunities for data profiling. Under
the big data umbrella, industry and research have turned
their attention to data they do not own or have not made
use of yet. Much of the data that shall be used are of non-
traditional type for data profiling, i.e., non-relational, non-
structured (textual), and heterogeneous. Many existing pro-
filing methods cannot adequately handle these kinds of data:
Either they do not scale well, or there simply are no methods
yet. We discuss some of these trends and their implications
on data profiling. In particular, we address specific chal-
lenges in profiling dynamic data, i.e., data that change and
make previously obtained meta-data obsolete or data that
are consumed as a continuous stream. Here, some of the
challenges include efficient incremental profiling and track-
ing how metadata change over time (e.g., are some depen-
dencies valid only in certain time intervals?). Furthermore,
we address the peculiarities of data profiling when data re-
side in various non-relational formats, such as XML, RDF,
or structure-less text documents.

Finally, a substantial challenge in the area of data pro-
filing is the effective visualization and interpretation of the
generated meta-data. Effective visualization of meta-data
requires not only effective visualization technologies but also
methods and metrics for appropriate selection of the meta-
data at hand. While a dataset might contain thousands of
syntactically valid dependencies, it is important to identify
the top-k most interesting dependencies that can be pre-
sented to the user. We hope that this tutorial encourages a
stronger cooperation between the database and the visual-
ization community.
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