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ABSTRACT
It is often difficult for a team of stakeholders with heteroge-
neous backgrounds to maintain a common understanding of
a system’s structure and the challenges in its implementa-
tion. Thus, especially in complex software projects, risks
and inconsistencies are easily overlooked. In this paper,
we present the concept of an Augmented Interaction Room
(AugIR), i.e. a physical team room whose walls are outfitted
with wall-sized touchscreens that visualize different aspects
of a software system in the form of various model sketches.
These sketches can be annotated by the stakeholders in or-
der to explicitly mark important elements or indicate aspects
that are critical for project success. The AugIR strives to
support the collaborative work of heterogeneous teams and
especially targets the inclusion of non-technical stakeholders
into the communication process. Therefore, the AugIR con-
tinuously monitors the stakeholders’ design and modeling
activities and analyzes the relationships between annotated
contents to automatically uncover inconsistencies, contra-
dictions and hidden potential project risks.

Categories and Subject Descriptors
D.2.2 [Design Tools and Techniques]: Computer-aided
software engineering (CASE); H.5.3 [Group and Organi-
zation Interfaces]: Computer-supported cooperative work

General Terms
Design, Human Factors

Keywords
Cooperative Design; Electronic Whiteboards; Sketches;
Object-oriented Modeling

1. INTRODUCTION
It is often difficult for team members with heterogeneous

backgrounds to maintain a common understanding of a com-
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plex software project. Common process models such as
Scrum generally only provide the organizational framework
for the development process, but do not offer effective sup-
port for the goal-oriented work on the project’s challenges.
We therefore introduced the idea of an Interaction Room
(IR) in a previous paper [9]. The IR is a persistent physical
team room that helps stakeholders to foster a common un-
derstanding of the project’s most important risk and value
drivers. The walls of the room are outfitted with diagrams
and sketches, such as process models, class diagrams or mi-
gration maps. Stakeholders can annotate them with mark-
ers, so-called Annotations, which are little magnetic pins
with imprinted graphics that have specific semantics. An-
notations are used to explicitly indicate and discuss elements
that are especially important to certain stakeholders, high-
light aspects that are critical for project success, uncover
uncertainties of individual team members and make implicit
project knowledge explicit.

The IR relies solely on a physical visualization approach
with whiteboards and magnetic annotations. While our ex-
periences in industry projects have shown the usefulness of
this room for supporting the collaboration of heterogeneous
teams in early design and decision making phases of com-
plex software development projects [8, 10, 22], the physical
presentation has some major disadvantages [12, 19, 20]:

First and foremost, sketches and drawings on different
boards can quickly become inconsistent. This issue does not
only apply to the diagram contents but also to the used an-
notations which are placed by individual team members and
are therefore often subjective. Aspects that are important
or uncertain to some stakeholders may seem unimportant or
fully clear to others.

Furthermore, annotations can indicate potential project
risks such as dependencies to insufficiently understood ele-
ments. Uncovering those hidden risks is often difficult when
working with a pure physical presentation, as no explicit
relationships or dependencies exist between the physical ar-
tifacts.

In addition to that, the size of the diagrams and sketches
is limited to the available physical drawing area. Modeling
can be very laborious because conceptually trivial changes
such as the simple movement of an element may force the
users to erase and completely redraw large parts of the dia-
grams. Furthermore, there is no active support for drawing
or modeling, like auto-completion or straightening of lines.
Archiving or digitizing the annotated sketches can often be
time-consuming as well.
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Figure 1: Prototype of the Augmented Interaction Room (AugIR).

Our contribution in this paper is the proposition of a
technical augmentation of the Interaction Room that coun-
ters the previously described issues: We introduce the Aug-
mented Interaction Room (AugIR), which is a physical room
whose walls are outfitted with large wall-mounted touch-
screens (see Fig. 1). Generally, studies have shown that the
usage of large displays can be beneficial for understanding
complex systems through improved usage of spatial infor-
mation to convey meaning and significance [1], to create
a more immersive experience while working [7], and to let
people take in more information at once [3]. The physical
movement involved when working with large displays is gen-
erally regarded positively by most users and often improves
their performance [5, 6].

The AugIR provides teams with a dedicated project space
that supports effective communication as well as collabora-
tive system design and implementation. Each display is ded-
icated to a particular modeling perspective, as shown in Fig.
2. In the course of their discussions, stakeholders can sketch
models (e.g. business process models, class diagrams etc.)
directly on these touch screens and annotate them with dig-
ital markers that explicitly highlight particularly valuable,
complex, risky or insufficiently understood components. In
this paper, we will focus on these annotations and how they
can help stakeholders to uncover inconsistencies, contradic-
tions and hidden potential project risks, as the AugIR au-
tomatically monitors the stakeholders’ design and modeling
activities and analyzes the relationships between annotated
elements.

We begin with an overview of related work in section 2,
followed by a problem statement and motivation in section
3. Section 4 briefly describes the general Interaction Room
design concepts, while section 4.1 summarily explains the
creation of sketch relationships that are extensively used in
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Figure 2: Example arrangement of perspectives in a
four-wall AugIR layout.

our approach. In section 4.2, we discuss how annotations
in the AugIR can be used to automatically identify incon-
sistencies and contradictions, and section 4.3 describes how
potential project risks may be derived from annotated ele-
ments and their relationships. In section 5, we present the
prototype that we are currently working on and briefly dis-
cuss our first internal validation, before we conclude with an
outlook on future work in section 6.

2. RELATED WORK
Several companies and research centers are experiment-

ing with collocating teams in rooms, so-called “war rooms”
or project rooms [18, 35]. Studies with software developers
have shown an increased productivity and personal satisfac-
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tion when all project members work side-by-side in these
team rooms [44]. In almost any scenario, whiteboards and
flip charts are frequently used for collaborative design activ-
ities [16], visualization of important project knowledge [18],
as well as to help stakeholders to monitor the progress and
focus on the critical aspects of a project [9]. As already
motivated in section 1, replacing physical whiteboards with
large interactive displays can be very beneficial, especially
in these team rooms.

Streitz et al. [43] present Roomware, which integrates in-
formation and communication technology in various room
elements like tables, chairs, and walls. By equipping the
environment with different interfaces and network sensors,
Roomware offers new ways of interacting with information
by making communication and information access ubiqui-
tously available.

Another approach is presented by Haller et al. [24]. They
introduce the so-called NiCE Discussion Room, which is a
technically augmented meeting room that especially focuses
on the integration of paper artifacts. The room is outfit-
ted with a large display for collaborative work, onto which
handwritten paper notes can be transferred via a special
interface.

While these approaches focus on collaborative work in
general, there also exist various approaches that specifically
regard the design and modeling activities on large interac-
tive displays.

A promising approach is presented by Chen, Grundy and
Hosking [12, 13]. It introduces a UML modeling tool that
uses electronic whiteboards for free-hand diagram sketching
in early project phases. The sketches can be transformed
into computer-drawn diagrams and exported to other CASE
tools for further use. Based on this work, Grundy and Hosk-
ing have developed a meta-tool called Marama for creating
domain-specific visual language tools that run as Eclipse
plug-ins [23].

Mangano et al. [33] present Calico, a sketching tool that
is especially suited for modeling during the early phases of a
software development project. It allows the designer to cre-
ate free-hand sketches on electronic whiteboards or tablets.
By circumscribing an area on the board, the designer can
create a so-called “scrap”, which gives certain regions within
the sketch an informal importance. The user can move the
scraps and their content around, as well as combine and
connect them to create relationships between them.

Hammond and Davis present Tahuti [25], which allows the
user to draw diagrams on large multi-touch displays. The
user can either choose to display all elements as they have
been drawn in free-hand mode, or they can be interpreted as
UML elements and replaced by the corresponding symbols.
This replacement uses pattern recognition in multiple steps.
The approach combines the simplicity of a paint tool with
the editing support of a UML editor.

Damm, Hansen and Thomsen [19] observed software engi-
neers during their work and derived important design crite-
ria for object-oriented modeling tools. Based on their obser-
vations, they present Knight, a tool that is similar to Tahuti.
Knight offers a free-hand mode, in which all sketches appear
on the wall exactly as they have been drawn, as well as a
UML mode, in which all drawn lines and shapes are directly
replaced with UML elements. The drawn diagrams may be
incomplete and do not have to follow strict UML semantics.

Glinz et al. [45] present a mobile application called Flexi-
Sketch. They argue that most software engineers prefer pa-
per and pencil when sketching ideas and performing model-
ing activities, especially when working in the field, e.g. gath-
ering information from stakeholders. Therefore, FlexiSketch
is a sketching tool for free-hand modeling, developed for the
use on mobile devices. Users can draw informal sketches, en-
rich them with annotations, and later transform them into
semi-formal models for further usage.

Anslow et al. [2] argue that most software projects are
developed by teams of people, yet most visualization and
modeling tools are primarily designed to support only a sin-
gle user. Therefore, they present SourceVis, a tool for large
interactive multi-touch surfaces. SourceVis is not a sketch
tool but focuses on software visualization during collabora-
tion by supporting the analysis of the structure, evolution
and vocabulary of software systems.

3. MOTIVATION FOR DIGITAL ANNOTA-
TIONS AND AUTOMATION

In the Interaction Room, stakeholders can annotate dia-
grams and sketches with a variety of graphical annotations
[9, 10]. In the non-augmented IR, i.e. the Interaction Room
that uses physical whiteboards instead of electronic white-
boards, annotations are realized as magnetic pins with im-
printed graphics. They can be placed anywhere within the
diagram sketches and are used to highlight process or sys-
tem elements that require special attention, e.g. because
they implement key business aspects that are particularly
complex or not yet well understood. Discussions in the In-
teraction Room usually revolve around these annotated el-
ements in particular, which helps stakeholders to foster a
common understanding of the project’s most important risk
and value drivers. In contrast to simple textual notes, as
they are available in most sketch tools, annotations allow
for a much more semantically characterization of important
aspects.

The Interaction Room method defines a total number of
23 different annotations that can be used within the model
sketches. Each annotation has its unique symbol and a spe-
cific semantic. Table 1 shows five examples of frequently
used annotations: The “Frequent Changes” annotation de-
notes elements that are often modified and change regularly.
The “Revision Necessary” annotation denotes elements that
need to be revised or changed in the near future. The
“Immutable” annotation denotes elements that must not be
changed or modified in any way, e.g. certain interfaces that
are adopted from a legacy system. The “Uncertainty” an-
notation expresses individual or group uncertainty, e.g. if a
process is not yet well understood or insufficiently specified.
The“Security”annotation denotes elements that bear a high
need for security, e.g. components that access sensitive user
data or passwords.

Although the usefulness of the non-augmented Interaction
Room in general and the annotations in particular have al-
ready been shown in previous industry projects [8, 10, 22],
the use of pure physical annotations has some issues and
can greatly benefit from digitization and automation. We
will illustrate these issues with simple examples that use the
annotations introduced above:

11



Table 1: Examples of Interaction Room annotations.

Symbol Meaning

Frequent Changes

Revision Necessary

Immutable

Uncertainty

Security

1. Using annotations on physical whiteboards can quickly
lead to inconsistencies between different (annotated)
model sketches. For example, assuming C is a class
that occurs in two diagram sketches S1 and S2, and C
is annotated as “Immutable” in S1 using the stop sign
annotation. To avoid an inconsistency, C must also be
marked as immutable in the context of S2. Otherwise,
the stakeholders would be able to modify C in S2, e.g.
by changing a method signature, which would violate
the annotation that has been used in S1.
Inconsistencies can arise due to various reasons:
First of all, there exist no explicit relationships be-
tween the model sketches. Therefore, annotating an
element in one sketch does not automatically add the
same annotation to all occurrences of this element in
other sketches. Since complex software projects usu-
ally consist of a multitude of different models and
sketches that have been created by different teams of
stakeholders, searching for all occurrences of an anno-
tated element, especially across physically drawn arti-
facts, can be very laborious.
Furthermore, annotations are placed by individual
team members and are often subjective. Aspects that
are important or uncertain to some stakeholders may
seem unimportant or fully clear to others. Different
team compositions often result in differently annotated
sketches. This can lead to inconsistencies, since differ-
ent diagrams in software projects are usually modeled
by different groups of stakeholders and therefore the
same element may be annotated differently in differ-
ent sketches.
Checking the consistency for annotated elements is la-
borious and error-prone when using physical white-
boards. The effort for a consistency check increases
exponentially with every new sketch that is added to
the repository, because every artifact has to be man-
ually checked for consistency with every other artifact
whenever an element is annotated.

2. Furthermore, contradictions may arise by applying an-
notations with opposite semantics. For example, if an
element is already annotated as “Immutable”, it must
usually not be annotated with the “Revision Neces-
sary” annotation at the same time. While such contra-
dictions can easily be identified when applying oppos-
ing annotations to the same element within the same
artifact, uncovering them when working with different
artifacts is much more difficult, especially when using
physical whiteboards where no explicit relationships
exist between the artifacts.
For example, assuming E is a process element that
uses a certain interface I, and E is annotated as “Im-
mutable”. Annotating the interface I with the “Revi-
sion Necessary” annotation could indicate a potential
contradiction, because changing the interface would
probably require changing the immutable process el-
ement that uses it.
Since this must not always be the case, it remains the
stakeholders’ responsibility to decide if an annotation
is suitable in a specific scenario. However, it is impor-
tant to notify the stakeholders of such potential contra-
dictions, as they can be easily overlooked in a complex
software project, especially when sketches are created
by different heterogeneous teams.
Similar to the consistency check described above, man-
ually checking the sketches for potential contradictions
is very time-consuming when working with physical ar-
tifacts.

3. Lastly, annotations may indicate potential project
risks. For example, assuming P is a process that con-
tains many elements which are marked with the “Un-
certainty” annotation. Using P as a sub-process in
many other business processes indicates a potential
project risk, since these processes would depend on
or use a process that contains much uncertainty and
is probably insufficiently understood by the stakehold-
ers.
Since there exist no explicit relationships between ar-
tifacts when using physical whiteboards, an analysis
of such dependencies and an aggregation of used an-
notations (e.g. the total number of occurrences of the
“Uncertainty”annotation in a specific process model) is
laborious and error-prone. Therefore, potential project
risks that are indicated by the used annotations and
the relationships between annotated elements could re-
main hidden and are easily overlooked.

In the following sections, we will discuss how the AugIR
strives to support heterogeneous stakeholder teams and to
counter the issues described above by employing digitized
annotations and automated identification of inconsistencies,
contradictions and potential projects risks.

4. AUGMENTED INTERACTION ROOM
As already introduced in section 1, the Augmented Inter-

action Room (AugIR) is a physical team room whose walls
are outfitted with large wall-mounted touchscreens (see Fig.
1). Diagrams and sketches are directly drawn on the sur-
faces of these touchscreens using special pens. We inten-
tionally use free-hand drawing and writing instead of the of-
ten heavyweight techniques of classical CASE tools, because
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studies have shown that free-hand drawing and writing is
much more efficient for model sketching, and that informal
notations are preferred by most users over formal graphi-
cal modeling languages [16, 20]. Such a pragmatic approach
also reduces technology barriers, especially for non-technical
stakeholders whose inclusion into the modeling process is
one of the key aims of the Interaction Room approach [9].
Furthermore, an easy and intuitive handling and input is
especially important in early design and modeling phases,
when designers often use low-detail models and require the
possibility to work fast enough in order keep up with their
thought process [21, 36]. Nevertheless, the AugIR offers sig-
nificant modeling and drawing support: If enabled by the
stakeholders, hand-drawn elements and words are automat-
ically replaced with optimized computer-generated symbols
and text using pattern and handwriting recognition. Still,
all sketches can remain incomplete or even inconsistent, as
the AugIR does not enforce the use of a strict formal mod-
eling language.

While stakeholders in the non-augmented Interaction
Room use magnetic markers to pin annotations onto the
whiteboards, the AugIR requires a different approach: On
any display, a bar with icons can be opened that shows all
annotations that are available in the current context. Draw-
ing an arbitrary imaginary symbol onto an annotation as-
signs this annotation to that symbol. When this symbol is
drawn onto or next to a sketch element, the AugIR automat-
ically replaces it with the assigned annotation using pattern
recognition. Thus, each stakeholder can define his own per-
sonal set of symbols and assigned annotations, which makes
the annotation process easy to understand and intuitive to
perform, especially for non-technical stakeholders.

While other approaches described in section 2 also use
large interactive displays, they mostly only regard one sin-
gle large display. In contrast to that, our approach explicitly
considers the relationships between several connected wall-
sized displays. This offers a much more extensive view onto
the software project by providing different perspectives for a
particular component or process at the same time—a feature
that especially benefits engineers who often require multiple
different views when designing a complex software architec-
ture [23].

Each display shows a certain perspective onto the system
(see Fig. 2). The perspective of each display determines
the kind of content that can be displayed on it. At any
time, the stakeholders can change the perspective on any
display dynamically and the perspectives may even switch
automatically, e.g. when the stakeholders navigate within
the project and open a new diagram type. Being able to
dynamically change the wall perspectives on each display is
very important, because during their design activities users
often switch focus and work on different diagram types [34].
Having a fixed position for each perspective within the room
would require the stakeholders to move around and switch
between the boards frequently, e.g. when exploring the
project, which would make the design process unnecessar-
ily laborious.

Figure 2 shows an example of a possible four-wall AugIR
layout that includes three walls for modeling the structural,
behavioral and interactive aspects of the system, as well as
a fourth wall that is used for navigation and overview of ar-
tifact and sketch relationships. Figure 1 shows an example
from our current prototype that models the data structures

and business processes of an insurance company. The behav-
ior perspective is displayed on the left wall and the project
overview perspective is displayed on the right wall.

The following sections discuss in detail how the AugIR
specifically supports the collaboration of heterogeneous
teams.

4.1 Creation of Sketch Relationships
The automated identification of inconsistencies, contra-

dictions and potential projects risks relies on the relation-
ships and dependencies between the model sketches. These
so-called trace links are created mostly automatically by us-
ing a combination of prospective and retrospective traceabil-
ity techniques, as described in our earlier work [28].

While prospective traceability techniques observe the ac-
tivities of users and capture trace links between artifacts in
situ while users work with them, retrospective traceability
techniques generally analyze a static set of existing artifacts
and recover trace links between them based on the extracted
information [4, 17, 31]. One can effectively combine different
techniques to employ the strengths of several approaches, as
already demonstrated by Asuncion, Asuncion and Taylor [4],
Chen, Hosking and Grundy [14, 15] and others.

Basically, if users repeatedly work with certain sketches
on different walls, the AugIR uses prospective traceability
techniques to create trace links between these artifacts, as-
suming that they have a semantic relationship to each other.
The more often these artifacts are displayed and worked on
together in the AugIR, the stronger these trace links will
become.

In addition, we apply retrospective traceability techniques
by using various information retrieval techniques which
mostly rely on textual information to create traceability
links. Therefore, trace links are also created if artifacts share
the same elements or textual contents, e.g. if the same class
appears in a class diagram as well as in a sequence diagram,
or if sketch elements are referenced in external artifacts, e.g.
a class that is textually referenced in a bug report or speci-
fication document.

Furthermore, explicit trace links between sketches and ar-
tifacts can also be created manually by the users, to counter
the issue that creation of retrospective trace links is a very
difficult task for non-textual artifacts, such as screenshots
[32].

As described in a previous paper [29], we store these re-
lationships and dependencies between model sketches in a
so-called mega- or macromodel, which is a graph that con-
tains models and their relationships [26]. Therefore, the
trace links can also be used for context-sensitive and intu-
itive gesture-based navigation [29].

4.2 Identification of Inconsistencies and Con-
tradictions

Based on the trace links described in the previous sec-
tion, the AugIR’s control software continuously performs a
so-called impact analysis, i.e. analyzing the users’ changes,
detecting possible inconsistencies, and reacting accordingly.
When, for example, a class C is contained in two different
sketches, S1 and S2, and C is modified in S1, e.g. by re-
naming the class, these changes must also be reflected in S2.
Generally, impact analysis is a non-trivial task, especially
for complex changes and large software projects [39, 42].
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In the AugIR, a proper impact analysis is especially im-
portant and even more challenging, because not only do we
offer various simultaneous views on the project that require
consistency, but the annotations convey additional meta-
information that also can become inconsistent or lead to
contradictions quickly. To counter the issues described in
section 3, the AugIR’s extensive impact and relationship
analysis strives to assist the stakeholders in several ways:

To identify possible inconsistencies and contradictions,
the AugIR monitors the stakeholders’ annotation activities.
Whenever an annotation is applied to an element, the AugIR
uses traceability techniques to identify related artifacts, e.g.
artifacts that also contain this element. It tests if the used
annotation is also applicable to the regarded element within
the related artifacts or if it contradicts any of the anno-
tations that are already used there. If the annotation is
applicable, it is also applied to all occurrences of the re-
garded element in the related artifacts to avoid inconsisten-
cies. Otherwise, the AugIR presents an appropriate warning
and advises the stakeholders to either not use that specific
annotation for this element or to modify the conflicting loca-
tions accordingly so that the annotation becomes applicable.

However, the stakeholders may ignore these warnings and
apply the annotations anyway, because the AugIR does not
restrict or hinder the stakeholders’ design and modeling ac-
tivities. Instead, it strives to support the stakeholders in
their collaborative work by uncovering potential issues that
are easily overlooked otherwise.

To uncover opposing annotations, we created the Carte-
sian product of all annotations and extensively analyzed all
elements in the resulting set regarding to potential inconsis-
tencies or contradictions they could possibly cause.

4.3 Identification of Potential Project Risks
In addition to the automated identification of inconsis-

tencies and contradictions, the AugIR also strives to sup-
port the stakeholders by uncovering potential risks in their
projects. Therefore, it analyzes the relationships and depen-
dencies between annotated elements and also automatically
aggregates a variety of metrics (e.g. how often which types
of annotations have been used).

If, for example, a process contains many “Uncertainty”
annotations, and if this process is used at many locations
within the software project, a potential risk for the project
success is indicated, since a central component of the system
is probably insufficiently understood by the stakeholders.

Further examples for potential project risks are interfaces
that are annotated with the “Frequent changes” or the “Re-
vision necessary” annotation, because especially interfaces
should be as constant as possible in large software develop-
ment projects.

Another potential project risk is given, when an element
that is annotated with the “Security” annotation depends on
another element that is annotated with the “Uncertainty”
marker, because this dependency may (probably acciden-
tally) compromise the security requirements.

In addition to regarding the relationships and dependen-
cies between annotated elements, potential project risks can
also be derived from various metrics that are automati-
cally aggregated from the used annotations. For example,
an overall high number of used “Uncertainty” annotations
across various artifacts may indicate a potential project risk

since it suggests that many parts of the software project are
not well understood by certain stakeholders.

The current AugIR prototype continuously analyzes the
project for potential risks and presents a list with all iden-
tified deficits after each design session. However, deciding
when and how to automatically present appropriate visual
warnings during a design session is still an open research
question. On the one hand, stakeholders should be informed
about such deficits as soon as possible. On the other hand,
we must not disturb them in their concentration or hin-
der their work flow. For a convenient solution we will have
to evaluate various research approaches that strive to solve
similar problems like Sideshow by Cadiz et al. [11] and the
OASIS framework by Iqbal et al. [27].

5. PROTOTYPE AND VALIDATION
Figure 1 shows the AugIR prototype that we are currently

working on. The AugIR’s control software is developed using
C# and Windows Presentation Foundation (WPF). We use
SMART Boards [41] for the interactive displays, because
such boards were already deployed successfully in similar
projects [19, 44]. Handwriting recognition is implemented by
using the Microsoft.Ink libraries together with an enhanced
InkCanvas control, while pattern recognition is realized via
Windows.Ink.

Although no extensive formal validation took place yet,
the prototype has already been intensively tested by col-
leagues and students, all of whom had practical and the-
oretical experience in software engineering and the design
of software systems. In observing them, we noticed that
all users were able to use the digital whiteboards and the
AugIR’s annotations intuitively after a short introduction.
Nevertheless, we found some shortcomings in the current
prototype: For example, we still need a way to efficiently
transfer contents from one wall to another. Sketch elements
can already be moved around by simple drag gestures, and
can be transferred to adjacent displays by moving them to
the corresponding border of the display. This works well for
directly adjacent displays, but gets laborious when moving
elements across several displays. For a more convenient so-
lution, we will need to evaluate different techniques, such as
hyperdragging [38] or pick-and-drop [37].

More formalized and extensive evaluations are planed for
the near future. Since a validation of our approach in one
single step is nearly impossible, we will begin with multiple
quantitative evaluations in isolated experiments, i.e. testing
and comparing different alternative visualization and inter-
action concepts under laboratory conditions, e.g. different
undo / redo techniques. These experiments will be followed
by several case studies, using scenarios that have already
been successfully used to evaluate similar approaches, like
the collaborative design of a restaurant and an educational
traffic simulator [34].

The validation will be concluded with qualitative evalua-
tions in industry projects. The usefulness of non-augmented
Interaction Rooms, i.e. Interaction Rooms that use physi-
cal whiteboards and magnetic annotations, has already been
shown in several real projects [8, 10, 22]. As soon as the
AugIR reaches a sufficient level of maturity, we will grad-
ually introduce the technology in these projects. Closely
observing the projects in which this substitution takes place
and performing interviews with the stakeholders on a regular
basis will allow us to evaluate the effectiveness and practical
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benefits of our approach in general and the concepts pre-
sented above in particular.

6. CONCLUSION AND FUTURE WORK
In this paper, we presented the Augmented Interaction

Room (AugIR) and discussed how annotations can be used
to explicitly indicate important elements, highlight aspects
that are especially critical for project success, uncover un-
certainties of individual team members and make implicit
project knowledge explicit. Furthermore, we described how
the AugIR strives to automatically uncover inconsistencies,
contradictions and hidden potential project risks based on
the used annotations and the relationships between anno-
tated elements, and motivated how this can be beneficial
for heterogeneous teams in complex software projects. By
further analyzing how and when annotations are used in in-
dustry projects, we strive to derive a more extensive list of
potential project risks and how they may be indicated by
the use of specific annotations.

The current AugIR prototype only supports sketches that
have been created directly on the walls. However, it is also
conceivable that users will wish to import externally created
diagrams into the room. Though we already selected the file
formats with respect to that [28, 30], how we can efficiently
import many externally created sketches or diagrams at once
and automatically insert them into our graph at the proper
location is still an open research question.

The use of wall-sized touchscreens is only a first step to
augment non-digital Interaction Rooms. The integration
of further devices such as cameras, voice control or spe-
cial augmented-reality glasses is conceivable and would seem
beneficial. Similar approaches already exist that promote for
example the use of eye tracking to improve trace link recov-
ery and maintenance [40]. Such techniques could easily be
adopted for the Augmented Interaction Room and promise
to further enhance its capabilities and usefulness.
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