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ABSTRACT

Security and usability are highly important and interdepen-
dent quality attributes of modern IT systems. However, it is
often hard to fully meet both in practice. Security measures
are complex by nature and often complicate work flows. Vice
versa, insecure systems are typically not usable in practice.
To tackle this, we aim at finding the best balance between
usability and security in software engineering and adminis-
tration. Our methodology is based on active involvement
of large user groups and analyzes user feedback in order to
optimize security mechanisms with respect to their user ex-
perience, with a focus on security awareness. It is applied
during requirements elicitation and prototyping, and to dy-
namically adapt unsuited security policies at runtime.
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K.6.5 [Management of Computing and Information
Systems]: [Security and Protection]; H.1.2 [Information
Systems]: User/Machine Systems—Human factors

1. INTRODUCTION

Security and usability are key success factors of modern
software systems. However, security and usability require-
ments are frequently conflicting, depend on the context, are
driven by different stakeholders, and realization strongly de-
pends on the project budget. There exist plenty of examples
where software is highly user-friendly, but neglect the secu-
rity of data or digital assets. Vice versa, security systems
frequently restrict the user or put additional work on him,
and thus have a negative impact on satisfaction, efficiency,
perceived security, or other usability aspects. This usually
results in a low acceptance of the software or system. In the
worst case, inappropriate security measures decrease secu-
rity of the system, as users are tempted to circumvent them
in order to fulfill their tasks.
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We approach this challenge from two sides: Security Tailor-
ing and Security Awareness. Security tailoring deals with
the problem that user requirements are complex, context-
dependent and evolve over time. Cranor and Garfinkel state
that “insufficient communication with users produces a lack
of a user-centered design in security mechanisms” [3]. How-
ever, there is no approach to systematically involve users in
order to assess the influences and dependencies between se-
curity and usability and adapt security measures at runtime.
Balancing security and usability is typically an ad-hoc task
performed by system engineers (development time) or ad-
ministrators (runtime). At development time, user-testing
helps to understand the users’ needs—however results are
typically project-specific and neither stored nor generalized
for reuse. Furthermore, user-testing can hardly cover run-
time problems. Thus, the first part of our solution is to col-
lect and analyze user feedback from the crowd in order to,
potentially dynamically, adapt security measures and find
an optimal security-usability balance. The second problem
is, that users are typically neither aware of the current threat
situation nor of the required behavior in this situation. As
the goal is to inherently integrate the user into the security
chain, the user must be aware about these facts at any time.
Thus, the second part of our solution is to integrate security
awareness into business processes and applications. Again,
we use feedback from the crowd to elicit and understand
the user’s needs, but also his typical behavior and view on
security.

Contribution and Research Questions. We propose a
methodology that actively collects and interprets feedback
and passively monitors (mis-)uses and policy violations from
potentially large user groups. Based on this, we create an ex-
perience base that is used to optimize the security-usability
trade-off at development time (e.g., during requirements en-
gineering) and to adapt unusable security measures, business
processes and applications at runtime. In order to achieve
this goal, we have to solve different research questions:

e How can usability and security dependencies be mea-
sured using a joint quality model?

e What are suitable (e.g., effective, non-disturbing,
privacy-preserving) techniques to collect and enrich
user feedback?

e How can root causes be identified based on the col-
lected data, considering semantics and interdependen-
cies?



e How can ratings and similarity measures be used to
generate recommendations based on data from the ex-
perience base?

e How can the methodology be integrated into the soft-
ware development life cycle, including administration?

2. METHODOLOGY

Idea. Technical security measures are typically sophisti-
cated and, in principle, very effective. However, in the end,
a human administrates, uses or is effected by the technical
measure. In order to achieve user-centric security measures,
the user has to be considered an essential part of the security
chain. To this end, we target three goals: Security Accep-
tance, Understanding and Appreciation

Acceptance of security is the minimum level. Users accept
that security measures are necessary and use them in prac-
tice. On the other hand, they are not assumed to have an
understanding of underlying threats, problems or technol-
ogy and do not have an intrinsic motivation to apply secu-
rity measures. However, if users are “forced” to apply se-
curity measures without knowledge or intrinsic motivation,
this can only be successful if security measures have minimal
a negative effect on user experience. We approach this prob-
lem with Security Tailoring, i.e., the optimization of security
functions for the end user with respect to usability. Secu-
rity understanding and appreciation build upon this basis.
The challenge is to motivate users to engage in security and
security optimization. When users understand threats and
objectives of security measures, we assume them to have a
higher tolerance with respect to security (e.g., execution of
additional steps). Finally, when users have an (ideally intrin-
sic) motivation to actively use and apply security measures,
we can consider them as real part of the security chain. We
approach these two goals with Security Awareness, i.e., the
comprehensive support and provision of information with
respect to threats, security functions and expected behavior
in case of security incidents.

Example. In the following, we illustrate our methodology
with examples from the area of mobile computing and Mo-
bile Device Management (MDM). Enterprises increasingly
support the use of (private and business) mobile devices,
such as smart phones and tablets. These devices are inte-
grated into the company’s infrastructure and business pro-
cesses, and are controlled and protected via MDM solutions.
The problem is that MDM policies are typically defined stat-
ically (i.e., company-wide and context-independent) by ad-
ministrators or security officers without involvement of the
users.

Methodology. In this section, we present our envisaged
methodology that uses user feedback and monitoring to dy-
namically analyze and optimize the security-usability trade-
off. Feedback evaluation is used both for tailoring of se-
curity measures (i.e., we use feedback to rate and optimize
unusable security measures) and for optimizing awareness
(i.e., we identify information demands of the user and adapt
business processes or applications to close the information
gap). The proposed methodology is depicted in Figure 1
and has four steps: Reporting, Root Cause Analysis, Rating,
and Recommendation.
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Figure 1: Methodology

2.1 Reporting

Reporting is the starting point of the process. Users actively
provide (probably mainly negative) feedback when they use
security measures or experience problems. Types of feed-
back include:

Security measures are too restrictive. For example,
the user cannot take pictures to document meeting re-
sults, because an MDM policy prohibits camera usage
at companies premises (data loss prevention policy).

Security measures put additional load on the user. For
example, the display timeout is set very low, which
causes frequent password authentication and results
in low comfort for the user.

Security measures are too complex. For example, user
has no knowledge about cryptography and is unable to
setup or use PGP on the device.

Threat situation and expected behavior is unclear. For
example, the user is not aware about the risk of espi-
onage and reads sensitive document in a train without
further protection.

It is important that each collected report creates a com-
plete picture about the user’s situation and problem. Thus,
user-provided feedback is automatically enriched with infor-
mation about the system state and the user situation. The
user situation typically contains information that describe
the context the user is currently in (e.g., traveling, office,
meeting) [11, 10]. However, this information is also crit-
ical with respect to privacy, which needs to be considered.
The system state contains information about the system and
security measures (e.g., running apps, configuration, and ac-
tive security policies). Which data is required in a specific
setting strongly depends on the used quality model (cf. Sec-
tion 2.3).

2.2 Root Cause Analysis

User-provided feedback is typically vague and informal. Fur-
thermore, users are seldom aware about security functions
and system internals and just report “unexpected behavior”.
For example, a user simply reports “camera application not
working”. Like in this example, user feedback does not nec-
essarily have a direct relation to a specific security measure.
Thus, a Root Cause Analysis has to be performed that maps
a report to one or more security measures, if applicable. In
our case, the camera app is not working because an MDM
policy prohibits camera usage at the company’s premises.

This phase is especially challenging, as usability issues are
typically the result of a combination of different aspects.



This includes task specifics, the user context and interde-
pendencies between security measures or other system com-
ponents. As the following steps rely on the correct identifi-
cation of the underlying security function(s), it is important
to achieve a high precision and recall in this phase.

2.3 Rating

The Rating of security functions based on a joint quality
model for security and usability is the main part of the
methodology. Figure 2 shows typical security (left) and
usability (right) aspects that need to be considered in the
model.

Integrity Satisfaction

Security
Awareness

Trust Effectiveness

Confidentiality

Perceived
Security

Availablity Accuracy

Figure 2: Aspects of Security and Usability

Joint aspects, such as trust, perceived security or security
awareness are of special interest for us. In this area, there
are two things to consider: First, usability requires security.
On the first glance, a system without any security measure
should have the highest usability. However, the user might
not have a good feeling using such a system, i.e. trustwor-
thiness is an issue. Second, security requires usability. All
technical security functions are useless, if the user cannot
apply them. He is typically the weakest link in the security
chain—a fact that is massively exploited in social engineer-
ing attacks.

In our example, the MDM policy increases confidentiality.
However the complete prohibition of camera usage has nega-
tive impact on satisfaction, effectiveness and trust. In order
to perform a rating that is used in to compare and optimize
security measures, we have to build a joint model that re-
flects these dependencies. In turn, this requires all of the
aspects to be quantifiable, i.e., there need to be metrics for
both security and usability, which is a challenging task [5]
and currently part of our future work.

2.4 Recommendation

Finally, ratings and similarities of different security measures
or security-related processes and applications are used to de-
rive recommendations from data in the experience base (rat-
ings, solutions, categorizations of security functions). This
can be done by experts, or automatically via models and
similarity metrics. Depending on the context, recommenda-
tions target the following:

o Improvement of security measures. Optimization mainly

targets the optimization of restrictive, complex or in-
convenient security measures. An exemplary recom-
mendation is to change MDM policy to allow camera
usage (while warning the user), but prohibit the redis-
tribution of the picture (if technically feasible).
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o Improvement of business processes. Optimization mainly
targets extensive security awareness. An example is
adding guidance during security-relevant process steps.

Improvement of business applications. Optimization
targets both, the optimization of unusable security ap-
plications and the creation of security awareness on an
application level. An example is the use of consistent
and approved design patterns to highlight security-
critical assets.

We are currently researching how recommendations can be
derived for each of the afore-mentioned types.

2.5 Application and Integration

There exist three potential scenarios, where our methodol-
ogy can be applied and stakeholders benefit from our knowl-
edge base and/or recommendations:

. Software engineers use recommendations and data from
the experience base in early phases of the system devel-
opment. In particular, the methodology can be used
to evaluate different alternatives during prototyping
phases, or during requirements engineering in terms
of A/B testing[4] or Crowd-RE. In the maintenance
phase, software can be optimized based on experience
gained during the productive operation of the software.

. Administrators establish a continuous feedback loop
about the usability of security measures and receive
recommendations about how to adapt unusable secu-
rity functions or policies. If dynamic runtime policies
are enforced (like in IND?*UCE [6]), administrators can
be supported during policy specification [13].

. Users provide feedback and benefit from usable secu-
rity measures that are tailored to their needs. Fur-
thermore, they can be supported with explanations or
solutions for current problems.

3. EVALUATION

In terms of evaluation, applicability (effectiveness) and ex-
pectable benefits (efficiency) of the proposed methodology
are of major importance. In addition, the quality model
needs to be evaluated with respect to correctness and com-
pleteness, and it has to be analyzed which guarantees can
be given with respect to ratings and recommendations. We
plan to perform at least two case studies and one controlled
experiment to evaluate our approach. In the case studies we
aim to find problems and trade-offs, especially with respect
to security awareness, for different application scenarios. In
the controlled experiment, we try to show that effects on
usability can be predicted when changing characteristics of
security measures.

4. RELATED WORK

This work is cross-sectional and is closely related to security
and usability /user experience (UX) measurement. There
exist multiple theoretical work, both in the areas of usability
and UX [9, 17, 15] and security [2, 16, 14] measurement.
However, the focus is often limited to one aspect without
considering the respective other.



Work on the security-usability trade-off has been performed,
both theoretically [7, 3, 1] and in form of case studies [19, 18,
8]. However, case studies are specific to one system or appli-
cation domain and lack a generic, systematic methodology
and theoretical work frequently lacks a practical applicabil-
ity. In contrast to the presented work, we systematically
involve large user groups for analysis and optimization of
security measures and integrate into the software life cycle.

S. DISCUSSION AND CONCLUSION

We presented our idea to rate and optimize security mea-
sures in order to improve usability and security awareness.
The core of our methodology is a quality model (as part
of the rating phase) for security and usability and the in-
volvement of potentially large user groups to compare the
security and usability of different security functions at run
time and at development time.

Our main application scenario is the assessment and opti-
mization of usage control [12] policies. Usage control policies
provide powerful means to control the usage of data and ser-
vices, but typically restrict the user. Previous work focused
on the usability of the policy specification [13], but neglected
the usability of the enforced policy on the user. However, it
is also important to know how (categories of) policies have
to be implemented in order to achieve a good user experience
while still fulfilling the security requirements.

The presented idea is in a very early phase, and there exists
little evidence about the applicability of the methodology or
specific parts of the presented process. Many issues, topics
and research questions are still open and need to be further
developed. Besides others, these are:

e Elicitation of requirements for an integrated quality
model for security and usability that builds the foun-
dation for the rating phase

Based on the quality model, identification of required
information for rating and recommendation and how
it can be collected

Identification and implementation of non-disturbing
and privacy compliant data collection techniques

Integration of the proposed methodology into the soft-
ware life cycle (development time) and administration
(runtime)

Despite these open issues, we assume that a systematic in-
volvement of large user groups, combined with the imple-
mentation of an experience base will lead to an increased
level of security and usability. Both aspects are highly in-
terdependent and can benefit from each other.
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